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Acronyms

API application programming interface

CDA Communications Decency Act (US)

CEO Chief Executive Officer

GDPR General Data Protection Regulation (EU)

EU European Union

LGBTQI+ lesbian, gay, bisexual, trans, queer/questioning, intersex (+ denotes that the acronym is non-

exhaustive and can also include other identities)

NSFW Not Safe For Work

UK United Kingdom

US United States
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Glossary

Algorithm –  A set of instructions or rules on how 

to deal with information. Information is inputted 

into algorithms as data. Algorithms process data 

according to precise steps in order to solve a 

problem or complete a task. 

App store –  A platform that allows users to search 

for different software and applications (apps) to 

download.

Application programming interface (API) –  A 

software interface that allows two applications 

to communicate and access one another’s data. 

They allow for interoperability (i.e. sharing of 

information) between websites and online services, 

enabling people to interact through connectivity 

applications (e.g. the Facebook ‘Like’ button) and 

different websites to access data (Bodle, 2011). 

Crowd work –  Task-based work, whereby self-

employed workers pick up ‘tasks’ via a digital 

platform; part of the digital ‘gig’ economy.

Data –  In the context of social media platforms, 

data is the information that is generated and 

recorded from users' digital activity. 

Data point –  An identifiable element in a dataset.

Data source (first-, second- and third-party) –   

Data is defined as coming from a first-, second- or 

third-party data source depending on where the 

data originates. First-party data is information 

collected from a company’s own sources. Second-

party data comes from another company, and is 

that company’s first-party data. Third-party data 

comes from a company that does not have a direct 

relationship with the data.

Dataset –  A collection of data.

Filter –  Software that is designed to sort and limit 

access to specific content.

Flag, flagging –  A mechanism for users to report 

offensive content on social media platforms.

Gender norms –  Socio-culturally defined rules about 

how a person should behave and present themselves 

in accordance with their perceived gender.

Heteronormativity –  Views about gender and 

sexuality rooted in a belief that heterosexuality and 

binary gender categories (man/woman) are natural 

and normal, with other sexualities and gender 

identities considered to be deviant.

Influencer –  A popular social media user who is paid 

by brands or marketing firms to advertise products 

to their networks.

Internet service provider –  An organisation that 

provides internet connections and services to 

individuals, groups and companies.

Intersectionality –  A concept, originating in black 

feminism, which explains how different social 

categories interconnect to produce differing 

experiences of oppression and privilege for 

different groups of people (such as depending on 

their race/ethnicity, gender, class and sexuality). 

Machine learning –  Algorithms that enable a 

computer to learn without ongoing human input. In 

basic terms, a computer learns by finding patterns 

in data and applying these patterns.
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NSFW (Not Safe For Work) –  A content warning 

online to indicate sensitive content that may not be 

appropriate for public viewing.

Principal component analysis –  A statistical 

process to reduce the number of attributes 

in a dataset with minimal information loss, by 

organising a large number of attributes into a 

smaller number of simpler categories.

Protocol (for code) –  A set of rules for presenting 

and processing data that allows, for example, 

different computers to communicate.

Search algorithm –  A set of rules or instructions 

(algorithms) to retrieve specific data from a wider 

collection of data.

Shadowbanning –  The practice, used by some social 

media platforms, of blocking or limiting the visibility 

of a users’ content without their knowledge.

Social media platform –  This report uses Carr 

and Hayes’ (2015: 50) definition of social media 

platforms as ‘Internet-based channels that allow 

users to opportunistically interact and selectively 

self-present, either in real-time or asynchronously, 

with both broad and narrow audiences who derive 

value from user-generated content and the 

perception of interaction with others’.

Software development kit –  A collection of 

software tools, for example to develop an 

application on a platform. This can include APIs.

 

We discuss a selective list of social media platforms in this report, focusing on the platforms that have emerged 

as dominant in the 2010s and in existing research. This includes: social networking sites, specifically Twitter, 

Facebook and Tumblr; the image and video-based social media applications Instagram and TikTok; the video 

sharing platform YouTube; messaging applications, including WhatsApp, Signal and Telegram; and finally the 

social dating application Bumble. 

Content warning – This report contains some quotes of sexist language that promotes violence against 

women (specifically in Sub-section 3.4).
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1 Introduction
Social media has become one of the 21st century’s most powerful and era-defining innovations. It has come 

to permeate everyday human interactions, becoming an increasingly irreplaceable communications tool 

for individuals and organisations all over the world. Online platforms have infiltrated the very functioning of 

our personal and intimate relationships, the marketplace and the political sphere, and they have blurred the 

boundaries between local and global communities and driven cultural trends.

Social media platforms have thus evolved into valuable mediums for people to interact globally, often 

mediating social and personal relations, business transactions, access to entertainment and the 

consumption of news and public affairs stories. 

Much can be said for the efficiencies and endless possibilities for connection that social media provides. At 

the same time, more critical questions are also being asked about how this new realm of social interaction is 

impacting and shaping broader social structures and relationships. For instance, there is growing attention 

to the way that people’s use of online platforms influences gender identities and relations.

This report is one half of a two-part ALIGN research series focusing on social media and gender norms, 

which explores how gender relations shape, and are shaped by, the proliferation of online social networks. 

As a point of departure, this report focuses on the building blocks of social media that users do not see: 

the back-end infrastructures of the platforms. By examining this material, technological and institutional 

architecture through a gender lens, this research aims to build knowledge about the possibilities for 

changing patriarchal social norms in the internet age. A companion report centres on the front end of social 

media, unpacking the extent to which online activism presents meaningful opportunities to shift gender 

norms (Washington and Marcus, 2022). 

While the potential for change appears to lie in people’s active use of and interactions through social media, 

to fully conceptualise the pathways or routes to transformation, it is important to take into account how the 

spaces in which people interact are constructed. These structures are hidden in plain sight, yet are critical 

to facilitating and shaping how people express or present their gendered selves online. Social media is 

an important site for exploring gendered dynamics, as platforms present a new public forum within which 

people attempt to imagine different ways of relating to one another and adds another potential space to 

perpetuate or contest prevailing gender relations.

As a path into this complex and often impenetrable topic, each of the following examples points to the type 

of deeper (infra)structural issues that the report explores. Each of these examples highlights how social 

media infrastructures and gendered experiences intertwine.
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 • In 2021, Hannah Paranta, a Somalian women’s rights activist, was restricted by Facebook from posting 

content when anti-gender activists conducted a targeted campaign that repeatedly flagged her content 

as inappropriate. 

 • In 2008, four years after Facebook launched, existing users who had not selected a specific gender 

identity on their profile were sent a direct request to rectify this, which consisted of two binary options. 

Six years later (2014), the platform expanded the number of gender options from 2 to 58, providing a much 

larger list of categories that people could use to self-identify. 

 • In Uganda, throughout the 2010s, queer communities opted to use dating applications (apps) to manage 

everyday activities and relations in a context where homosexuality is criminalised, finding this to be a safer 

space to interact as a community because dating apps fell beyond the radar of government authorities. 

The example of Paranta indicates how certain content moderation processes can contribute to the 

silencing of feminist activists if disingenuous complaints are used as reasons to restrict user access or 

remove content. 

Facebook decided to increase the number of gender categories available to users as a response to feminist 

and queer critiques. However, this change was misleading, given that in the back-end dataset (which is used 

for content targeting) the options continued to be reduced to only a few. This raises questions about why the 

options were changed, and whose interests drove these changes – first from non-mandatory to mandatory 

fields, and then from a few to many gender options for users. 

The case of Uganda exemplifies how social media platforms have provided, at times, spaces for groups 

who are traditionally marginalised or discriminated against to convene together. For queer communities, 

certain social media networks have allowed users to reduce their exposure to gendered discriminations and 

navigate contexts where they face criminalisation for their sexuality. This is important from a gender lens 

as it illustrates how dating apps or private social media channels offer an alternative public sphere that is 

comparably safer for non-heteronormative or gender non-conforming individuals.

As indicated in these examples, the infrastructure of social media platforms (see Box 1) is bound up in gender-

based experiences. The extent to which platform infrastructure constrains and directs how users are likely 

to interact online, and with each other, has become an increasingly heated topic of concern. In recent years, 

increasing evidence has emerged that indicates biases towards false, sensationalist and hateful content 

on social media. Multiple warnings about bias surfaced in 2021 alone, including former Facebook product 

manager Frances Haugen’s whistleblowing accounts about how the platform’s design prioritises profit over 

people’s safety (in this case, specifically young girls’ mental health), to Twitter’s own research showing that it 

favours right-leaning political content (Telford, 2021). 
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Box 1: Defining the infrastructure of social media

Social media platforms seem to be a growing part of the infrastructure of our daily lives, particularly in 
terms of how people interact and communicate. Yet, these platforms also have their own infrastructures 
that shape their design and how they are run (Plantin and Punathambekar, 2019). 

By looking at social media infrastructure, this report considers how technological, organisational and 
political properties shape the way that social media platforms operate (see also Larkin, 2008), and in turn, 
what this means for the reproduction and challenging of gender norms through their operation and use.

This report sits within a wider turn in media studies of looking at the infrastructure of communication 
networks (e.g. Parks and Starosielski, 2015), taking into account how the social, material, cultural and 
political dimensions of social media platforms underpin and shape communication networks. 

While infrastructure can have many dimensions, this report focuses on the core economic, technical and 
organisational components that shape how social media platforms operate.

This report therefore sets out to explore how the economic, technological and organisational infrastructures 

of social media platforms are influencing gender norms. It is vital to understand the relationship between 

social media and gender norms. How people perform and enact gendered social rules is inevitably influenced 

by the spaces in which they do so – in this case, the virtual ‘public squares’ of social media platforms. The 

report also poses questions about the ways the ongoing operation of the platforms – for example, the way 

that designers and company leaders make decisions (Burgess et al., 2016; see also Duguay, 2016) – might be 

linked to the gendered ways that people interact or are encouraged to interact on the networks.

This report reviews and synthesises interdisciplinary scholarship on gender norms and social media 

infrastructure. It develops a framework through which to understand the relationship between gender norms 

and the infrastructure of social media platforms, as well as identifies opportunities for further research. It 

aims to make the evidence accessible across disciplines to support wider discussions about the challenges 

and possibilities for generating more gender-equal relations on these platforms. 

© i_am_zews/Shutterstock
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1.1 Gender norms

Gender norms are informal social rules that express how people of a particular perceived gender are 

expected to behave. Gender norms are often framed in binary terms (female and male) and erase non-

binary or gender-fluid identities (ALIGN, n.d). Of course, gender is only one aspect of people’s identities, and 

gender norms intersect with other norms and inequalities around age, race/ethnicity, class, disability and 

so on. Attending to the intersectionality between sexism and other forms of oppression, such as racism, is 

critical to understanding how gender norms apply differently across different social groups and identities 

(Crenshaw, 1991). Gender norms both influence everyday interactions and are embedded in the institutions 

that affect our lives, including social media. They are often deep-seated and taken for granted, and their 

influence on attitudes and behaviour is not always apparent. Discriminatory gender norms reflect and 

reinforce power inequalities, often disadvantaging women, girls and people of diverse, non-conforming 

gender identities. Discriminatory gender norms are embedded both in everyday interactions and in the fabric 

of social media platforms, and this influences who is seen and heard online, the different experiences of 

different groups and the most promising ways to prevent online harm.

1.2 Social media platforms

Digging into how social media platforms relate to gender norms is not straightforward. The challenge begins 

with defining what is a 'social media platform'. The scope of what is considered social media has changed 

over time (Highfield, 2016). Technological change has given way to a range of digitally mediated forms of 

communication, including blogs, blogging platforms, social networks, content sharing sites, forums and 

communities, mobile apps, messaging apps and internet-enabled sites. Definitions of social media platforms 

can focus on different elements: message construction, specific devices or the types of interactions they 

enable (Rhee et al., 2021).

For this report, a broad view of social media platforms is taken, working with Carr and Hayes’ (2015: 50) 

definition of social media platforms as: 

… Internet-based channels that allow users to opportunistically interact and selectively self-present, 

either in real-time or asynchronously, with both broad and narrow audiences who derive value from user-

generated content and the perception of interaction with others.

The emphasis on the perception of interaction is important here, as it allows us to consider platforms with 

different infrastructural arrangements, and to interrogate how different technical designs, business models 

and organisational structures facilitate and determine interactions online. This report focuses on some 

of the more popular platforms, namely Facebook, LinkedIn, TikTok, Instagram, Tumblr and Twitter. It also 

discusses messaging applications such as WhatsApp, Signal and Telegram in so far as they include public 

messenger groups and include some scope for linking up to others within the system. While it is one of the 

most popular platforms in terms of number of users, WeChat is excluded, as much less evidence was found 

on gender norms for this platform. It would be valuable to conduct a comparative study of the underpinning 

infrastructure of platforms originating in different countries.
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While the facilitation of social interactions is core to what makes social media platforms distinct, it is only 

the tip of their activities. Social media platforms have multiple, intersecting interfaces. The front end of the 

platform is where users communicate with one another and create, access and share content. As people 

interact through the front end of the platforms, they create data trails – in other words, information that 

is generated and recorded from our digital activity. Data is used to inform the design of the platform itself, 

from targeted advertisements to filtering of content. The back end of the platform is where the interface’s 

design is programmed, and determines what users see. 

The activities of social media platforms sit within a wider digital ecosystem. The running and use of the 

platforms rely on different forms of software and hardware.1 Temporary outages of services, as occurred 

with Facebook and its applications for approximately five hours on 4 October 2021, are reminders that 

social media platforms are part of a wider technical system (Martinho and Strickx, 2021). The internet is a 

network of networks, with protocols and systems (e.g. domain name systems, border gateway protocols) 

that mark the location of sites within the internet and determine efficient ways of moving between 

different autonomous systems (such as Facebook and Amazon). In basic terms, in the October 2021 outage, 

Facebook’s servers could no longer be found by other networks on the internet, and therefore Facebook 

was inaccessible to users. Fixing the problem appears to have required a technical team to manually reset 

Facebook’s servers in-person in California (Taylor, 2021).

Social media platforms are used differently by different sectors of society. For instance, platforms can be 

used by start-up companies for business and marketing, or by governments for public health campaigns. 

These different uses share a reliance on data analysis and sharing, which tailor platforms to areas of activity. 

Social media platform data is captured, sorted and processed to direct users’ activity and analyse the 

effects. Van Dijck (2020) argues that social media platforms are at the core of a highly interdependent digital 

system, a feature that will be explored in this report.

In summary, social media platforms can be examined from different perspectives. Platforms are guided by 

specific business models, usually designed to make profit. They are software programmes or applications 

that are continually being updated and linked to other websites and applications. They are spaces where 

people communicate for diverse social, business and political reasons. Finally, they are organisations with 

policies, workforces and hierarchies.

1 For example. including coded protocols, internet service providers, app stores and pay systems such as PayPal and Apple Pay.

As people interact 
through the front end 
of the platforms, they 
create data trails.

"
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Each perspective offers different insights into how the infrastructures of social media platforms relate to 

gender norms: 

 • as technologies based on decisions made by software engineers, designed to engage with people’s 

data in particular ways (e.g. through the embedding of certain gender categories or biases into how the 

technology runs)

 • as organisations, in which organisational cultures, leadership and workforces shape decision-making 

about the technology (e.g. terms of use, company strategies and values)

 • as spaces for people to communicate and engage with information (e.g. through responding to digital 

content from other users)

 • as agglomerations of different interests – for example, those of users, shareholders, Chief Executive 

Officers (CEOs) and advertisers – informing choices about what content is visible, amplified and removed

 • as entities that are subject to external regulations and policies, which can be used to encourage or 

institute changes in gender norms.

1.3 Methodology and report structure

This report unpacks how the infrastructure of social media – broadly defined as the economic, technical 

and organisational structures that underpin a platform – shapes the expression and contestation of gender 

norms online. It complements a forthcoming ALIGN report that delves into the potential of online activism to 

shift gender norms (Washington and Marcus, 2022) by exploring how both feminists and anti-gender activists 

use social media platforms to further their cause, as well as whether the platforms themselves contribute to 

or constrain the power to instigate gender norm change.

It is based on a targeted review of academic and grey literature on gender identity, sexuality and the 

infrastructure of social media, identified through a combination of systematic search queries and 

snowballing. Given this, the report tends to focus on Meta (formerly Facebook) and its core products 

(Instagram, Facebook, WhatsApp and Messenger), due to its dominance globally (reporting 3.45 billion 

people using at least one of its core products each month in early 2021) (Meta, 2021a). It is made clear 

throughout when findings are specific to Meta products.

The report aims to present a framework for exploring the relationship between gender norms and social 

media infrastructure that is accessible across disciplines. It is a starting point for further discussion and 

research on the relationship between gender norms and social media platforms from an interdisciplinary 

lens that looks at not only what users do, but also how the infrastructure is designed and how it works.

The report is structured as follows: first it explores how social media infrastructure works from economic, 

technical and organisational perspectives. It then unpacks the evidence for how this infrastructure relates to 

gender. The fourth chapter turns to the regulation of social media, and how this has intended and unintended 

consequences for gender norms. The final chapter concludes with recommendations for further research.
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2 Social media infrastructure: 
how does it work?

How do social media platforms work? The infrastructure that shapes how social media platforms operate has 

different layers (see Figure 1), including: 

1. economic: how platforms are sustained economically, usually for profit

2. technological/material: the software that makes up the platform

3. organisational: the structure and culture of the company that makes and runs the technology.

Other factors also influence how social media platforms operate, such as the physical hardware (e.g. servers) 

required for software to run. The report focuses on the three dimensions listed because they directly relate 

to the types of interaction and content that appear on the platforms, and therefore appear to be most 

relevant to the construction of gender norms. This chapter introduces each of these components, providing 

the basis from which to investigate the relationships between platform infrastructure and gender.

Figure 1: Hidden layers of social media infrastructure

ECONOMIC TECHNOLOGICAL ORGANISATIONAL
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2.1 Economic infrastructure: social media platforms’ business models

The early 2000s saw the rise of some of the social media platforms that dominate today, including LinkedIn 

(2002), MySpace (2003), Facebook (2004), Reddit (2005) and Twitter (2006). Their transition into profit-

generating enterprises took place over the next few years, as platforms took up different opportunities to 

monetise user engagement. They did this both directly and indirectly through the data produced from user 

activity – for example, through the introduction of advertisements on platforms.

Since the early 2000s, several social media platforms have generated high levels of profit. In 2020, 

Facebook’s net income rose 101% to $10.3 billion, with a net worth of over $1 trillion (Murphy, 2021). Twitter’s 

net worth in mid-2021 was estimated at $4.4 billion. By contrast, other platforms have not been so profitable. 

Tumblr, for example, fell in value; it was bought by Yahoo for $1.1 billion in 2013 but was sold six years later for 

only $3 million. Tumblr still aims to generate greater profit; in July 2021 it introduced a beta version that gave 

some users the option to monetise their content through a paywall accessible only to subscribers (Siegel, 

2019). The difference in Tumblr’s business model and technical structures, which has given way to different 

possibilities for people’s interactions, is explored throughout this report (see in particular Sub-section 3.3).

Profit generation models 

Although some platforms are much more effective than others at generating profit, most platforms tend to 

look to user data and engagement activity as the basis of profit generation.

Some scholars argue that social media platforms commodify people’s social interactions. Dean (2008) 

situates social media companies within a wider trend that turns communication into something that can be 

sold: more clicks, more connections and more sharing bring more value to those who want their information 

to get the attention of a particular/growing audience. In The age of surveillance capitalism, Zuboff (2019) 

suggests that social media companies take part in the commodification of data – data that is produced as 

a result of our online presence and activities. Companies process data and use it to target products and 

marketing campaigns. Third-party advertisers pay to access advertising space aimed at target audiences. 

Zuboff argues that social media companies are data companies, primarily serving advertisers by providing 

them with opportunities for targeted advertising (see also Alaimo and Kallinikos, 2017). 

Opinions differ about the extent to which this model is exceptional, or even unfairly extractive. Some contest 

the extent to which an individual’s data contributes to value creation compared with, for example, the value 

generated from aggregated data (e.g. Gilbert, 2021). Couldry and Mejias (2019), conversely, discuss the use 

of people’s data for profit as a wider problem, using the concept of ‘data colonialism’ to highlight how people 

are exploited through the use of data for profit. Similarly, Morozov (2019) also sees surveillance capitalism 

as an extension of contemporary capitalism, tied to longer, systemic economic forces rather than being an 

exceptional form tied to the choices made by tech companies.

Irrespective of the level of concern or perceived exceptionalism of a data-driven profit model, the use of 

data from user profiles and behaviours online to assist advertisers is core to social media companies’ profit. 

The scale of advertising revenue supports the view of social media platforms as data companies. In 2020, 
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Facebook and Twitter generated $84.2 billion and $3.2 billion in advertising revenue respectively, which 

represented 97.9% and 86.3% of their total revenue (Van der Vlist and Helmond, 2021). 

Creating and monetising data

Data is key to a profit model based on targeted content, as effective targeting assumes the accurate, or at 

least useful, representation of people as data. Information about users’ sex and gender has been translated 

into data as part of these processes.2 A distinction is required between how a user self-presents on the 

front end of the platform and how they are categorised in data. On the front end, users have faced different 

options for identifying gender. Platforms such as LinkedIn and Twitter do not require users to identify their 

gender, and users can choose not to select a pre-defined gender category. Facebook, by contrast, has 

required new users to identify their gender and select preferred pronouns since 2008. Existing users who 

had not previously identified a gender received a prompt in 2008 requesting them to select a binary option.3 

These users could choose to continue not to identify their gender. However, users who had previously 

identified as male or female, along with new users, were required to select a binary option in order to use the 

platform. As mentioned in the introduction to this report, the options available to users have since expanded.

Flexibility in how users identify on the front end of the platform contrasts with what exists on the data-side 

of the platforms, where gender is still grouped into more general categories. Facebook has retained only 

three options for advertisers and third-party applications: female, male and undefined (Bivens, 2017: 886). 

For example, the basic ‘create ad’ function on Facebook offers ‘All / Men / Women’ as the standard options for 

audience targeting (see Figure 2).

2 Users face distinct limitations in categorising their gender on relationship and dating applications. For example, when creating an 
account on okcupid.com, users are given choices between a binary gender and one of three orientations: ‘straight’, ‘gay’ or ‘bisexual’. 
On eharmony.com, users can only identify as a man or a woman, and can only express interest in either men or women (McNicol, 2013).

3 Bivens (2017) suggests that Facebook made gender a mandatory field as part of its monetisation strategies, i.e. because the 
information was useful to third parties that used Facebook’s user database.

Figure 2: Screenshot of audience options for Facebook’s ‘Create Ad’

Author’s account, 14 February 2022

16 Hidden in plain sight



Platforms such as Twitter, which does not require users to identify their gender, infer gender from users’ 

activities and use this to profile/categorise users. The ‘Twitter for business’ page has stated, ‘Gender is 

determined via public signals that users share on Twitter, such as @usernames or accounts followed’ 

(2015, in Bivens and Haimson, 2016). A classification system (the technicalities of this are discussed in 

Sub-section 2.2) is used to compare user data to a feature dataset (see also McNicol, 2013). 

Over time, in order to prevent discrimination, social media companies have had to place some limits on the 

types of data that can be used to inform targeted advertising. Previously, Facebook’s advertising could also 

be targeted by sexuality, gender and race, among other characteristics. Race and ethnicity were classified 

under the category ‘multicultural affinity’, which included sub-categories such as ‘Hispanic (US – All)’ or 

‘Hispanic (US – bilingual)’. White or Caucasian was not an explicit option, but could be targeted by excluding 

all other categories, indicating how whiteness is taken as the default setting or as the absence of an 

additional identity (Sances, 2021). Racial and ethnic targeting options were removed after exposés showed 

targeting could discriminate against people of colour in housing, jobs and credit advertisements (Hao, 2021). 

Within this data-based model for profit generation, sex remains one of the data points used to target 

content. This indicates a direct way that particular constructions of gender might be ‘baked in’ to the 

infrastructure of the platform, as different types of content are targeted to users based on their assumed sex 

(Bivens and Haimson, 2016). Evidence on how this has contributed to user experiences is explored in Chapter 3.

Business partnerships 

Partnerships between social media platforms and third-party applications and websites expand 

opportunities for profit generation. Partnerships reduce friction in data sharing and processing for 

businesses and platforms. For users, this means a front-end experience in which different websites 

and applications can be more individually tailored and linked up. Partnerships expand the services that 

platforms can offer to businesses, such as chatbots, payment integration and automated messaging. 

Platforms can also provide and combine more data on customers, collecting and storing data on audiences 

and prices (Van der Vlist and Helmond, 2021).4 These types of combined dataset provide even more granular 

insights into a person’s preferences, and enable the partners to target users on multiple sites. This raises 

a number of questions around gender. To what extent might data sharing and integration result in more 

consistency in targeted content across sites, thereby reinforcing specific messages? What does this mean 

for an individual’s experience? Does greater personalisation result in the diversification or homogenisation 

of gender norms? 

4 Social media platforms of varying sizes hold different kinds of data. Larger social media platforms, such as Google and Facebook, 
can access first-party data through their login services. Smaller platforms can use data intermediaries to gain access to second- 
and third-party data sources (the latter is usually less valuable, as it comes from less known sources).

"
Racial and ethnic targeting 

options were removed after 
exposés showed targeting 
could discriminate against 

people of colour.
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2.2 Software and technological infrastructure

As indicated in Section 2.1, the business models of social media platforms are tied to their technical 

software. This section provides a series of mini explainers about technical aspects of social media 

platforms (which form another layer of social media infrastructure; see Figure 3) that are important to both 

their profitability and to user experiences. The section discusses how gender and sex are accounted for in 

technological design and other development processes. This discussion provides necessary context for 

Chapter 3, which explores how the technological features of social media infrastructure shapes people’s 

online experiences and interactions in relation to gender norms.

Figure 3: Technical layers of social media infrastructure

BACKEND

DATA ALGORITHMIC 

SYSTEMS FRONTEND 

INTERFACE
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Digital identifiers

Before they can interact on social media platforms, users must be identifiable as discrete individuals. 

Platforms have different requirements for individual identification. Most platforms require a person to 

provide at least an email address or phone number to create a profile, although a few platforms, such as the 

4chan message board site, do not require any user information for someone to participate. Some platforms, 

such as Tumblr or Twitter, require little personal information about an individual for them to create a profile. 

Fewer information requirements make it easier for a person, organisation or other entity to create one or 

multiple user identities, and to detach who they are online from who they are offline. By contrast, Facebook 

is designed to map onto someone’s physical person and offline relationships. It is based on the assumption 

that one Facebook user equals one person. The platform encourages users to connect with people they 

know from their other social circles, such as workplaces, neighbourhoods, schools and families, thereby 

potentially blurring online/offline divides (Marwick and boyd, 2011; Dragiewicz, et al., 2018). 

Algorithms and algorithmic systems

Social media companies design software to shape what people see on the platform and how they can 

use it. Algorithms play a critical role in automating decisions about what content to show which user, 

and in what format. Social media platforms such as Facebook, Twitter and Instagram rely on algorithms 

to continually curate an individually tailored online environment that presents, amplifies and monitors 

content while connecting users.

Algorithms are sets of rules and instructions on how to deal with information. Based on these rules, 

algorithms can respond to data received from their environments, which in turn can enable them to 

incorporate additional data into their processes and outputs (Lomborg and Kapsch, 2020). Algorithms 

therefore help to organise and manage platform activity, for example, by helping to determine the order in 

which someone sees information, or by deciding what content is flagged as inappropriate. 

Algorithms are also a critical part of a data-driven profit model, which is based on algorithmic processing of 

data. Algorithmic systems are programmed to learn from user data in order to make recommendations for 

targeted content that is relevant to users. This is essentially a technical shortcut for sorting each individual’s 

posts online based on the popularity of posts and their relevance to users. Algorithms are often proprietary 

(owned by the company), meaning that they can be kept secret. As a result, the functioning of platform 

algorithms is often inaccessible and incomprehensible to users.

While humans build algorithms, they can be designed to operate independently of human supervision 

to different degrees. For example, as discussed further in Chapter 3, the identification and removal of 

inappropriate content can be fully automated or have built-in functions to alert that human review is necessary.
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Digital data in algorithmic systems

With the exponential growth in social media users and activity, automated content moderation is 

increasingly central to managing what content users see. With a higher volume and more diversity of 

content, users see a decreasing proportion of content and it becomes more difficult for them to capture 

other users’ attention (O’Meara, 2019).5 Algorithms must be able to read content in order to process it; in 

other words, content needs to be turned into data. This process makes complex information about the user 

interpretable and actionable.

Cheney-Lippold (2011: 165) argues that a system based on information as data constrains how gender identity 

can be conceptualised:

Online a category like gender is not determined by one’s genitalia or even physical appearance. Nor is it 

entirely self-selected. Rather, categories of identity are being inferred upon individuals based on their 

web use. Code and algorithm are the engines behind such inference… 

Algorithms organise and process data that is derived from the messiness and complexity of human life 

(Apprich et al., 2018; West, 2020). The nature of the information affects how easy it is to translate that 

information into data that is readable by algorithms. DeVito (2017) explores how algorithmic systems turn 

subjective indicators into objective categories. Subjective identities such as gender invoke immediate 

challenges, as they do not correspond to discrete categories. 

Taking the example of friendship, DeVito shows how Facebook has translated this subjective construct into 

an objective definition. According to Facebook’s algorithm, a friend relationship is defined by a connection 

between two different Facebook users. The algorithmic moderation of Facebook’s news feeds is informed 

by these ‘friend’ relationships, which then feeds into the algorithmic systems that determine (in combination 

with other values, such as user interests, engagements, preferences and content quality) what a user sees on 

their feed. Assumptions made in defining constructs such as friendship can have wider implications in terms 

of who people are likely to connect with online. Kurgan et al. (2019) show how Facebook algorithms reflect 

the principle of ‘homophily’ in friend relationships, where similar people are assumed to like each other. This 

means that users are more likely to be recommended content that is similar to what they already like. They 

are also more likely to be prompted to connect with other, similar users, rather than across differences.

These challenges have implications for sex and gender identities. Despite the prevailing dominant 

understanding of sex and gender as binary categories (male/female and man/woman), there is a well-

documented diversity of sex and gender experiences beyond these binaries. The reduction of these complex 

experiences into a limited set of discrete categories marginalises people whose sex/gender identities 

do not align with dominant cultural norms. Queer, trans* and non-binary people experience high levels of 

marginalisation and violence within society due to their perceived transgression of gender norms.6 When 

platforms reinforce limited ideas of gender, they erase diversity and contribute to this marginalisation. 

5 In April 2010, Facebook identified three variables - objects (e.g. photos), users and interactions (also referred to as ‘edges’) - that 
are algorithmically ranked. In this ranking system, the weight assigned to these variables determined the visibility of content 
(Bucher, 2012).

6 The asterisk in trans* is used to acknowledge the diversity of trans identities and experiences.
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Algorithmic processes that prioritise similarity also reduce the likelihood of people interacting with others 

who identify in different ways.

Still, some uncertainty remains about the extent to which data on gender or sex inform what a user sees. The 

algorithmic systems that determine how content is filtered and presented to users are increasingly complex, 

processing, combining and prioritising diverse data points. Principal component analysis is sometimes used 

to isolate the strongest correlations in data. This gives more attention to ‘blunt’ content (e.g. click throughs) 

rather than more subtle or complex data about a person’s identity. This makes it harder for systems to 

account for how gender is produced online (Sumpter, 2018, in Gerrard and Thornham, 2020).

Platforms also use processes relying on data and algorithms to identify, review and remove problematic 

content. Again, this requires content to be transformed into digital data so that it is readable to algorithms. 

Gorwa et al. (2020) highlight two technical processes used to identify problematic content: hash matching 

and classification. Hash matching starts with representing content as a string of data (a hash). A hash is 

a string of data that identifies the distinctive features of a piece of content. This turns the content into a 

simpler, computationally readable form and makes it easier to single out particular pieces of content, by 

looking for matches in the hashes. A new piece of content, in the form of a hash, is compared to a database 

of curated examples. For example, following a shooting at a mosque in Christchurch, New Zealand in 2019, 

which was live-streamed on Facebook, Facebook created and released hashes corresponding to 800 

versions of the shooter’s video. The platform used this to quickly compare any new content, singling out any 

that matched distinctive features of the shooter’s video, encased in these 800 hashes (Gorwa et al., 2020). 

Classification processes use algorithms to identify statistical patterns in data. They make generalisations 

about the features of new content by making assessments about new content based on models trained from 

other big datasets. Hash-matching requires a previous version of content, such as the shooter’s video. This 

is not the case with classification. Here, machine learning is used to train algorithms to single out content 

that is likely to fit a particular category (e.g. violent attacks).

Application programming interfaces

Partnerships between social media platforms and other applications (discussed in Sub-section 2.1) require 

technical integration. Technical interfaces and packages facilitate integration and sharing between 

applications and sites. Application programming interfaces (APIs) are interfaces between, for example, the 

social media platform and other third-party applications. APIs allow the platform and external applications to 

speak to one another and share data.7 APIs can set different levels and types of access for different actors. 

Bodle (2011: 333) explains how APIs can operate as a form of ‘controlled openness’ for the platform:

Facebook’s development and integration of Open APIs demonstrate a strategy of controlled openness, 

innovation, and dominance. Facebook utilizes Open APIs to provide valuable user data to developers 

and online partners in order to encourage the proliferation of social applications that ultimately harness 

inbound links from external sites and devices by redirecting traffic to Facebook’s servers.

7 Software development kits are more comprehensive packages that support the integration and communication of different 
applications (Van der Vlist and Helmond, 2021).
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A social media platform’s size and influence with regard to its partners affect the levels of control it has 

over the terms of the partnership. This can work both ways; other organisations’ standards and processes 

can influence how the platform operates. In November 2018, Apple banned Tumblr from its app store 

due to concerns about pornographic content. This was soon followed with a decision by Tumblr to ban 

sexual content. Some argue that the regulation of data sharing is likely to have a greater impact on 

smaller platforms that rely on external parties’ data sources, with less effect on large platforms, such 

as Facebook, that produce more data internally (Van der Vlist and Helmond, 2021: 12). From a gender 

norms perspective, this means that larger and more influential partners’ approaches to sex and gender 

identities could matter beyond the platform itself, depending on how this affects the terms and operation 

of partnerships.

2.3 Organisational structure 

Organisational structure forms a third layer of social media infrastructure (see Figure 1). Behind the 

software, social media platforms are companies. To understand what is possible on the platform, the 

organisational structure, hierarchy and culture needs to be taken into account. Company stakeholders, 

from CEOs to engineers, make decisions about organisational and technical priorities that have 

implications for how people might interact through the platform.8 This section focuses on existing 

evidence about how gender and sexual identity are reflected in the organisational dimension of social 

media platforms. This dimension forms a third set of considerations, alongside profit models and 

technical structures, that frame the possibilities for what takes place on the platforms. Attention to the 

organisation itself is critical for understanding how and why social media platforms develop in specific 

ways, and why certain opportunities, processes and types of resistance emerge.

Most large companies face challenges in fostering diverse and equitable workforces, and concerns have 

been raised more specifically about the lack of diversity in the tech sector. This remains true for social 

media companies. While there is little research on social media companies’ workforces, company data 

indicates a lack of diversity, specifically in leadership and engineering roles. Men have the most influence 

over platform design, while women and marginalised groups and individuals are more often assumed to be 

end users: targeted by advertising, or creators of user-generated content (Gregg and Andrijasevic, 2019). 

Companies recognise diversity is a challenge, and most have responded by publicising their equality, 

diversity and inclusion initiatives. Yet, with few exceptions, men continue to dominate in leadership and 

technical roles (see Sub-section 2.3 for more details on race/ethnicity).

Decision-making power

The priorities of social media companies are shaped by how decisions are made and who has influence.  

These priorities also frame decisions about content moderation and user experiences. From a gender 

perspective, therefore, who has influence, and the biases that emerge in decision-making processes, matters. 

8 Eubanks (2018) and Noble (2018) have drawn attention to implicit biases in the outputs of algorithmic moderation more widely.

22 Hidden in plain sight



The power of some CEOs and founders of social media 

companies in company decision-making highlights 

the unique individual influence over some platforms’ 

priorities. Mark Zuckerberg, founder and CEO of 

Facebook, is at one extreme.9 Zuckerberg’s outsized 

influence provides an example of a founder-led 

organisational culture (Moran, 2020). The organisation 

overall is divided hierarchically and divisionally into 

function-based, geographical and product divisions. 

This provides a structure with a top-down decision-

making hierarchy. Zuckerberg is chair of Facebook’s 

eight-person board of directors, CEO and also 

maintains majority voting power.

Still, his influence is not without constraints. Financial viability and profit matter to Facebook and, to 

some degree, Zuckerberg must contend with other shareholders. For example, in 2016, Zuckerberg 

attempted to introduce a third share class, on top of its dual-class shares in which shareholders had 

different votes per share: one class with one vote per share and another with 10 votes per share (Stone, 

2009). This new class would be a non-voting share class and would allow shareholders to sell shares while 

retaining voting power. The initiative faced minority shareholder resistance and was withdrawn (although 

resistance was not cited as the reason for the withdrawal) (Constine, 2017). 

While men do dominate social media companies, this does not mean that women are absent from 

their decision-making bodies and leadership positions. While independent of the company’s internal 

decision-making process, Facebook’s Oversight Board (see Box 3) includes men and women from diverse 

professional, geographical and cultural backgrounds. Also, social media companies have been pushed 

by legislation in the national/state jurisdictions where they are based to improve the representation of 

women. In 2018, the state of California mandated that state-based public companies would be required to 

have at least one woman on their board by the end of 2019. This generated a response among tech firms 

in and around Silicon Valley, including social media companies. Overall, 126 tech companies recruited 138 

women to their boards (Sonnemaker, 2020). Around this time, in March 2020, Facebook announced two 

new female members to its board of directors, making it 40% women (4/10) (Bursztynsky, 2020).

Decision-making power is not simply a question about numbers. Given how organisational priorities have 

shaped the way that platforms operate (as will be discussed in Chapter 3), it is clear that decision-making 

processes have an impact on and are impacted by gender norms. Recent efforts by companies indicate 

some effort to at least alter the gender balance within leadership roles. However, evidence suggests that 

platform priorities can impact gender norms and even harm certain users. This indicates a need for more 

research into how decision-making structures might shape company priorities and platform design.

9 Not all founders and CEOs of social media platforms retain as much control as Zuckerberg. For example, in early 2022 Twitter co-
founder and CEO Jack Dorsey only holds 2.34% shares in the company (Walton, 2022).

"
While men do dominate 

social media companies, 
this does not mean that 
women are absent from 

their decision-making 
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The composition of the workforce

Gender discrepancies are visible throughout social media companies, particularly in leadership and 

technical roles. Despite companies’ equality and diversity initiatives, women remain a minority and there 

are gaps in pay and bonuses. Table 1 shows relative consistency in the proportion of women overall, and in 

technical and leadership roles, across a sample of social media companies.

Table 1: Proportion of women in the work force: social media platforms

Overall Technical roles Leadership roles

Twitter (June 2021) 43.7% female/women 29.2% female/women 37.7% female/women

Facebook (2021) 36.7% female/women 24.8% female/women 35.5% female/women

LinkedIn (2020) 44.7% female/women 24.0% female/women 41.9% female/women

TikTok No data found No data found No data found

Sources: Twitter (n.d.); LinkedIn (2020); Williams (2021).

Note: As the organisational structures for leadership and technical roles differ in each company, these numbers are not 
directly comparable.

Taking Facebook as an example, the number of female employees has risen in the past year, but only from 

36.9% to 37.0%. The proportion of women in technical roles was even lower, increasing from 23.0% to 24.1% 

(Statista, 2021a). 

Social media companies are not representative of wider populations in relation to race and ethnicity either. 

In 2021, only 4.4% of United States (US) Facebook employees identified as Black, compared with 45.7% as 

Asian and 39.1% as white. The type of roles also varies by race/ethnicity, with 60.9% of leadership roles held 

by white employees, and 54.4% of technical roles held by Asian employees (Facebook, 2021). These statistics 

provide only a partial window into bigger questions of representation across social media platforms’ 

workforces. While more granular statistics across specific roles (e.g. content management, hardware versus 

software engineering) are mostly unavailable, indications suggest there are demographic variations in terms 

of who works where. This would be a valuable avenue for researchers to explore, in order to make sense of 

how and why different biases in platform operation might emerge.

There are also disparities in pay. Social media companies are not necessarily exceptional in the existence of 

gender pay gaps. For example, in April 2020, Facebook reported a mean gender pay gap of 5.1% and a median 

gender pay gap of 11.4% in the United Kingdom (UK), compared with a national median of 14.9% (for both full- 

and part-time workers) (ONS, 2021). However, bonuses must also be taken into account. In the same year, 

women’s average bonuses from Facebook were 41.8% lower than men’s. In another example, TikTok, a social 

media platform based on music and short videos, reported a mean gender pay gap of 33.0% and a median 

pay gap of 14.1% in April 2020. Again this discrepancy extended to bonuses, with average bonuses for women 

being 36.1% less than for men (a median gap of 73.1%) (TikTok, 2021). 
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Facebook suggests that differences in pay and bonuses are partially attributable to the types of job that 

women occupy, specifically their lower representation in technical and senior technical roles (Meta, 2020). 

There are exceptions, see Box 2. Still, the point here from a gender norms perspective is not whether the 

difference is exceptional, but if and how the nature and conditions of the workforce shape how the platforms 

operate, and what biases might go unseen. This question has not yet been directly addressed in research on 

gender and social media platforms. Such research would need to investigate the internal organisational 

practices that give way to specific decisions about platform operations.

Contract and task-based work

Contract and crowd workers play a key role behind the scenes of social media companies, particularly in the 

creation of labelled datasets and the training of algorithmic systems. These, in turn, shape which content 

appears to which users and which content is amplified, demoted or removed.

Social media companies often work with contract and crowd workers on specific tasks, such as data 

labelling. This work sits within a wider ‘gig’ economy, through which individuals obtain work on a per-

task basis, often working remotely. While this expands work opportunities to diverse locations globally, 

workers within this digital gig economy have little opportunity to organise, and often work under tight time 

constraints with low earnings (e.g. Posada, 2021). 

Outsourced work is critical to the functioning of the machine learning systems that underpin social media 

platforms. This work often includes the task of labelling data to train machine learning algorithms. The 

use of training sets to teach machine learning algorithms how to read content is ubiquitous in the world of 

machine learning. Algorithms need to learn to recognise and differentiate data in order to process and filter 

content. At the most basic level, this involves a person describing a piece of information, and then this being 

done repeatedly for many different labels and huge amounts of content. Through this, algorithms learn to 

distinguish and associate content with different classifications. When labelling data, crowd workers have to 

make judgements about the world, people’s environments and their appearances. This removes users’ power 

to self-identify; instead, they are labelled by an unseen, often poorly paid and widely distributed workforce 

(Crawford and Paglen, 2019).

Box 2: Bumble: does this female-led dating app challenge gender norms?

The dating app, Bumble, was founded by a woman and markets itself as a company that is kind to its 
workforce. It has an 85% female workforce, and a fund that invests mainly in start-ups led by women and 
underrepresented groups. Although little research has been done so far, Bumble provides an opportunity 
to explore the relationship between a female-led workforce and user experiences on the platform. For 
example, while Bumble claims to give women agency on its app, paralleling its gender-friendly ethos, the 
effects of this are mixed and have generated some criticism. The app requires women to message men 
first, and some suggest that this compounds inequality in labour, and that it does not necessarily challenge 
dominant gender dynamics and ideas of attractiveness.

Sources: Bumble (n.d.); Strimpel (2021).

25Social media infrastructure: how does it work?



The individual judgements of data labellers at the heart of the task of labelling training datasets is hidden 

by the scale and size of this activity. For example, Google has an Open Images Dataset with 9 million images 

and a video database with YouTube that has 8 million labelled videos. These datasets were created by nearly 

50,000 workers who sorted and labelled pictures (Reese and Heath, 2016). 

Little is known about the make-up of contracted and task-based work, including what attention is given to 

equality, diversity and inclusion. Yet, these workers are required to bring their own judgements to classifying 

information, including about people’s appearances, identities, emotions and attitudes. As Chapter 3 

discusses, the output of algorithms trained through these labelled training datasets has led to gender-

related biases. This suggests that more attention is needed to the minute, subjective decisions that are 

being made about people and how different judgements come to bear.

2.4 Reflections 

This chapter has provided an overarching picture of some of the key layers of social media infrastructure, 

exploring how and why platforms operate in particular ways. The chapter began with the business model 

through which platforms become profitable, before turning to the technical structures that underpin profit 

generation and user experiences. It concluded by reflecting on social media platforms as companies with 

workforces and organisational cultures. 

Each of these (economic, technological and organisational) layers of social media platforms impact on and 

are impacted by gender norms. They also interact with and impact each other in deep and complex ways. The 

dominance of men in both leadership and technical roles undoubtedly affects both software outcomes and 

business decisions. The fact that platforms (including algorithms for data labelling and content moderation) 

are predominantly designed by men, with women and marginalised groups presumed only to be end users or 

content creators, raises many concerning questions in relation to gender and other forms of equality.

These questions require further research. For instance, research on crowd work could explore whether 

changes in who designs, tests and tweaks algorithms, and under what conditions, could help to identify 

gender biases and adjust them early on in their design and operation. Growing attention to gender 

imbalances indicates the potential for change, evident in increases in the number of women employees, 

however gradual. Yet, gender inequality is much more than a question of numbers. Better representation 

of women in both technical design and positions of leadership is needed, but so too, crucially, is a deeper 

understanding of the gender (and broader equality) politics of data. Without this, platforms will continue to 

reinforce dominant and patriarchal gender norms.

The dominance of men in 
both leadership and technical 
roles undoubtedly effects 
both software outcomes and 
business decisions.

"
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3 Social media platforms and their 
influence on gender norms

10 Over time, algorithms were corrected to exclude this content, first for Black women (specifically for the search term ‘black girls’) and 
then later for other groups, such as Latina and Asian women (Noble, 2018: 82).

As discussed in Chapter 2, the infrastructure of social media platforms consists of different (economic, 

technological and organisational) layers. Each layer provides a different entry point for understanding the 

gender dynamics of social media. This chapter examines how the features of these different infrastructural 

layers shape people’s experiences on the platforms. It aims to answer: How does social media infrastructure 

contribute to expectations about how people should behave? To answer this question, the chapter explores 

existing research into how social media infrastructure – business models, organisational structures and 

technology – relates to user experiences and shapes gender norms. It also considers the implications 

for gender equality and activism, and the scope for challenging or changing gender norms through social 

media interactions. 

The chapter discusses four areas of research: (1) algorithmic outputs driven by profit incentives that 

promote images of gender that are viewed as profitable; (2) algorithmic processes themselves, experienced 

by users as a form of disciplining power on preferences and identities; (3) the influencer industry, and 

user involvement in profit-making through attention online; and (4) social media companies’ community 

standards, and how companies identify and enforce problematic activity. 

3.1 Gender norms and the outcomes of technical design 

Automated outcomes 

The previous chapter explained the basic ways that algorithms are used in social media platforms to 

prioritise content and moderate what users see. It showed how the design and running of algorithmic 

systems is not neutral: it involves judgements about how to label content to train algorithms and what rules 

should guide how algorithms moderate content. Given this, it is perhaps not surprising that studies of the 

outputs of algorithmic processes on social media platforms show that they are biased along gender lines. 

Users have been found to disproportionately see content on social media platforms that reflects prevailing 

patriarchal gender norms.

Noble’s (2018) seminal work on search algorithms brought attention to gender bias in algorithmic outputs. 

Noble exposed how Google’s search algorithms retrieved hypersexualised and pornographic content for 

searches for women of colour.10 Similar patterns have been found on social media platforms (Gieseking, 

2017; Bishop, 2018; Roberts, 2018). In 2021, biases in algorithmic content moderation on Instagram 

generated public controversy, when Frances Haugen, mentioned in the introduction to this report, handed 

over internal Facebook documents. These included studies by Facebook that found that 13.5% of UK 

teenage girls felt that Instagram worsened their suicidal thoughts and 17.0% of teenage girls said their 
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eating disorders got worse after using the platform (Romo, 2021). Haugen alleged that these outcomes 

were tied to Facebook’s tendency to consistently prioritise greater profit, with little regard for how this 

could impact the well-being of its users.

It is not unusual for companies to be under pressure to maximise, even in ways that could be harmful to 

users. This is seen, for example, in debates over the promotion of tobacco and the fast-food industry. Still, 

these insights suggest that social media companies might be pursuing profit at all costs, including in ways 

that reinforce harmful norms for children and youth. Furthermore, when companies hide these algorithmic 

processes, users are not fully aware of how their information environment is potentially reinforcing 

particular norms.

Some studies suggest that profit incentives drive algorithmic outcomes in terms of what content is 

amplified. Roberts (2018) argues that concerns over profit underlie gender stereotypes, with algorithms 

amplifying content that promotes ‘traditional’ or patriarchal views of the female body. On social media 

platforms, sexualised images of the female body are seen to be more marketable (see Federici, 2004). 

Similarly, Bishop (2018: 81) finds that YouTube’s algorithm rewards content from female users that promotes 

hegemonic (i.e. dominant) types of feminised cultural output, defined as consumption, fashion, baking and 

beauty. YouTube recommends content that aligns with social beauty norms because it aligns with brands, 

and advertisers’ views of what is marketable.

Similar processes are visible on other social media platforms, such as dating apps (Gieseking, 2017), 

and for beauty ideals among different groups. Tyler Quick's (2021) ethnographic study of homoerotic 

content on Instagram reveals how social and algorithmic biases compound one another, and lead to 

the overrepresentation of images of white, predominantly American accounts as desirable homoerotic 

content. This informs algorithmic content moderation and means that gay Instagram users are 

increasingly shown white homoerotic content. In privileging white homoeroticism, users provide 

information to algorithms on their sexual preferences. This can cultivate online beauty standards that can 

leave intact and reproduce a hierarchical sexual culture (Green, 2013). According to Bishop (2018), the net 

result is a gendered splitting of content on social media, in terms of what is most popular and most visible 

to men and to women, in ways that reflect hegemonic views of beauty, femininity and masculinity.

Algorithmic outputs on social media platforms have also shown discrepancies in which content is 

targeted to whom. In 2016, it was revealed that Facebook enabled advertisers to target job and housing 

advertisements towards people with specific demographic characteristics (i.e. race and gender). This type 

of discrimination is illegal under US law. The practice was also criticised for putting many users in potential 

danger, particularly gay people living in countries where homosexuality is criminalised (Stokel-Walker, 2019). 

Since then, demographic targeting has been restricted. In March 2019, Facebook disabled demographic 

targeting for housing, credit and job advertisements. However, ongoing research indicates that bias 

still exists. For instance, targeted content can differ for men and women. An audit by researchers at the 

University of Southern California revealed that Facebook’s advertising system showed different jobs – 

but with the same qualification requirements – to women and men. Advertisements were targeted to 

reflect existing demographic distributions in jobs between men and women, thereby reinforcing existing 

disparities (Hao, 2021).
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Finally, algorithmic outputs can negatively impact users by making different content visible depending on 

their sex and gender identification. Algorithmic content moderation means that algorithms play a role in 

deciding what user information is made visible to other users. Therefore, visibility is not entirely the choice 

of the user. To illustrate, while Facebook offers different privacy settings to its users, its default settings 

and underlying values promote greater sharing between users.11 Facebook encourages users to connect to 

people they already know in other social spheres, including work, family and school, and default settings 

allow for someone’s online activity, e.g. events they are attending, to be automatically publicised to the 

newsfeeds of users in their network (Duguay, 2016; Cho, 2018). Automated sharing of someone’s activity 

can be potentially detrimental to those who might experience harm as a result of their identities being 

publicised. Cho (2018) shows how this ‘default publicity’ has not been a neutral terrain for queer youth of 

colour in the US. Cho found cases where information on users’ sexual identities was broadcast to relations 

who were not aware.12

Limits of automated outcomes 

Algorithmic outputs are not the end of the story when it comes to the construction of gender norms on 

social media platforms. What users say and do online also plays a role, as this is the reference point from 

which data is created and labelled, which informs algorithmic decision-making. The algorithmic outcomes 

discussed in the previous section do not reflect user experiences globally. The ways that users choose 

to engage on social media platforms can lead to experiences that differ from some of the more dominant 

patterns in outputs that have been identified.

Social media users can, and do, circumvent the expectations and intentions of social media companies for 

platform operations. Looking at Facebook use in the town of Mardin in Turkey, Costa (2018) argues that users 

can choose how to respond to platform design and subvert Facebook’s ‘default publicness’. Costa shows how 

users created multiple profiles to communicate with different groups of people, also using fake names and 

pseudonyms. They were able to keep their social spheres separate in ways that would not have been possible 

if they had abided by Facebook’s rule of one person, one user account. 

In other instances, users who identify in non-heteronormative ways utilise social media platforms to 

connect with like-minded users in semi-public forums. This stands in contrast with the hegemonic 

gender associations identified in the previous section. In some cases, this has provided individuals with 

access to safe spaces and supportive communities online, whereas their identities might be criminalised 

or stigmatised offline. Bryan (2019) shows how sex and dating apps for men interested in men have 

provided access to communities and mechanisms for survival (e.g. facilitating sex work) in Uganda, where 

homosexuality is criminalised. LGBTQI+ Ugandans have used social media sites to navigate dating and 

work, and even to arrange ‘lavender marriages’ between gay men and lesbian women as a tactical survival 

mechanism (Bryan, 2019; see also Tamale, 2003). In South Africa, as Andrews (2021) explains, LGBTQI+ 

11 The introduction to Facebook’s community standards states: ‘Every day, people use Facebook to share their experiences, connect 
with friends and family, and build communities. It's a service for more than two billion people to freely express themselves across 
countries and cultures and in dozens of languages’ (Meta, n.d.a).

12 Cho (2018) contrasts Facebook’s design of ‘default publicness’ with Tumblr. Tumblr, at the time of Cho’s research, did not require 
each individual to have one user identity, and the platform evaded easy indexing. Cho found that queer youth of colour in the US 
preferred to use Tumblr, rather than Facebook, to express intimate feelings.
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vloggers and viewers have used YouTube as an arena to express themselves in more authentic and safer 

ways than would be possible offline. Lovelock (2017) shows similarly how YouTube influencers have used 

the platform to publicly express pride in diverse sexual identities. These online communities, and relations 

between influencers and followers, have become spaces of emotional labour, care and advocacy (Abidin, 

2019). These forms of agency and community-building show that it is possible for users to share diverse 

content in specific spaces on social media platforms, presenting different perspectives and experiences of 

gender and sexuality.

In summary, both algorithmic outputs and user activity play a role in what becomes visible on social media 

platforms in ways that simultaneously constrain and support different gender identities. On one side, 

algorithmic outputs have tended to disproportionately amplify images of white people with perceived 

normative genders. Automated algorithmic processes also take some control from users in deciding who 

sees what information about them. On the other side, users make choices about how to navigate social 

media platforms, circumventing their intended designs and contributing to algorithmic processes. As a 

result, platforms are also spaces where some users can safely curate public appearances and connect on 

their own terms with particular communities or like-minded groups.

3.2 Data and algorithms as a form of disciplining power

Discipline through digital data 

So far, this chapter has looked at how social media infrastructure shapes the content that appears to users 

on the front end of the platform. Company priorities and profit, the platforms’ technical design and users’ 

activities interact to give rise to different expressions of gender norms, some dominant and others hidden 

among specific groups online. The back ends of platforms – where data labelling and machine learning 

algorithms take place – have also been found to shape gender norms, in and of themselves. This section 

explains how, and with what effect. Gender norms materialise in two key ways at the back end of social 

media platforms: (1) in the reduction of gender to discrete data categories, removing/ignoring other ways of 

defining gender; and (2) in the ways this data is used to continually shape and reshape the infrastructure for 

communication between people. 

Cheney-Lippold (2011) argues that back-end data-based processes act as a form of ‘disciplining power’ 

because they condition how people identify and behave. This manifests through algorithms making 

inferences about user preferences based on data processed from users’ behaviours online. This process 

of conditioning behaviour has two parts: (1) the construction of data, and how it relates to people; and (2) 

algorithmic decision-making on the back of this data.

First, users’ ongoing activity online provides a constant stream of data for algorithms to process and 

‘learn from’, so that they can update how they target a particular user. The structure of data, discussed 

in Chapter 2, limits how gender can be conceptualised. Data presents information as a string of discrete 

values; this string can then be processed by algorithms to identify patterns and make decisions. Data 

must be labelled, in other words given an ‘identity ’, in order for an algorithm to filter information from 

that data (Apprich et al., 2018). Labelling involves attempts to make order out of messy data, and involves 
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making judgements (West, 2020). No matter how complex the algorithms or how granular the data, digital 

data is always constrained by the need to represent information as a sequence of discrete values. This 

means that gender is represented and labelled as discrete categories – that is, categories detached from, 

for example, societal contexts.

Second, algorithms make ‘predictions’ about people’s immediate and future preferences based on patterns 

identified from accumulated data trails. Arvidsson (2016) argues that processing data created alongside 

people’s past behaviours online, in an attempt to influence people’s future choices, is inherently oriented 

towards reproducing what is already familiar, rather than towards imagining new possibilities. O’Neil (2016) 

argues that machine learning systems amplify past forms of prejudice, in an ongoing feedback loop that 

starts from historical data and existing practices.

Because of existing power relations, along racial, gendered and other historical lines of oppression, machine 

learning algorithms reflect and amplify existing inequalities (see e.g. West, 2020). Algorithms rely on data 

from human behaviour, which is produced within, and reflects, racialised systems of oppression. Biases 

emerge through different aspects of technological design and operation, for example, through humans 

labelling data or designing the original sets of rules (Benjamin, 2019). Benjamin (2019) argues that while claims 

are often made that digital technologies are relatively less biased than previous systems, this ignores bias in 

the process of designing technologies, starting with the designers and the context in which they exist. 

To avoid reproducing these biases, data scientists must be explicitly cognisant of these dimensions of 

power, which are entangled with the design and running of algorithmic systems and how we experience them 

(West, 2020). This involves recognising and challenging power dynamics that frame how we work with data 

and algorithms (D’Ignazio and Klein, 2020). D’Ignazio and Klein (2020) explain and explore how data feminism 

is critical for actively countering power imbalances in the world and the complex ways they are reflected and 

amplified in data-driven technologies.

Chun (2011) argues that social media users, because they lack knowledge of computer programming activity, 

often approach these platforms with a degree of ignorance and ambiguity. Machine learning processes make 

predictions about social media users based on their past data, but these processes are not fully known to 

the individuals concerned. The more complex that algorithmic systems get, the less transparent they can 

become. Therefore, algorithmic systems are both predictable in one sense, in that they identify patterns 

from past behaviours based on precise instructions, and unpredictable, in that their operation is often 

opaque by being hidden from, and ambiguous to, human interpretation.

These complex algorithmic processes have resulted in the misgendering of users, meaning that algorithms 

can incorrectly assess a person’s gender and then structure their online environment on this basis. Fosch-

Villaronga et al. (2021), using a non-representative sample of Twitter users, found that misgendering is more 

common for gay men and straight women relative to straight men. Misgendering raises questions not only 

about algorithmic accuracy, but more fundamentally about whose identity-based characteristics the system 

can and should attempt to infer beyond users’ own self-presentation.13 When users are misgendered by 

13 While this report does not include similar studies of misgendering on Facebook, where gender is a mandatory field for users, this 
remains a possibility, especially given that Facebook’s advertiser platform consolidates gender into three categories and therefore 
misaligns with the 58 options available to users.
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algorithms, this implies that something is not ‘correct’ about their appearance and engagement online, and, 

indeed, that they are misgendering themselves (Fosch-Villaronga et al., 2021).14 

The technical response to misgendering has been to try to retrain or improve the algorithmic rules to 

better align with how people might identify. Software engineers have attempted to address inaccuracies 

by making data more precise and granular, adjusting algorithmic rules and/or training algorithms on 

expanded datasets.

However, altering the characteristics of data or algorithms does not remove the potential disciplining 

power of algorithmic systems. The technical response operates on an assumption that gender can be 

organised into discrete categories, contrasting with definitions of gender as more fluid and dynamic (e.g. 

Burgess et al., 2016). It also can raise new concerns about data harvesting, and about who is given access 

to increasingly precise data on individuals (D’Ignazio and Klein, 2020: 32). D’Ignazio and Klein (2020) argue 

that in most cases better detection, in this case of people of colour, ends up being used for targeted 

surveillance and harm. When considering unequal power relations – whether around race, gender or 

other characteristics – technical solutions are insufficient as they do not address the wider inequalities 

and biases that underpinned technical inaccuracies in the first place. Nakamura (2002) argues that 

identity presented as a menu of options is a form of stereotyping. From this perspective, misgendering 

is potentially an inevitable feature of a system that attempts to represent gender in discrete categories; 

there will always be opportunities for misalignment when translating a dynamic and fluid identity into 

digital data. 

This possibility raises bigger questions about the accuracy of targeted advertising on social media 

platforms. There is little research on accuracy, likely linked to the opacity of platform algorithmic systems. 

Research that does exist suggests that targeting around different identity-based characteristics has had 

variable success, in line with evidence of instances of misgendering. Sances (2021) conducted a series of 

surveys between 2016 and 2018 to assess the accuracy of targeted ads on Facebook and found that accuracy 

varies.15 For example, only 24.0% of ads were successfully targeted to African Americans, compared with 

a 99.8% success when targeting by age. Focused on the US context, and not looking at sex or gender, this 

study indicates the value of further inquiry into the extent to which targeting unfolds as intended, as well as 

the subsequent implications for gender.

The fact that targeting may not be accurate is not necessarily surprising. Gilroy (1993) argues that racial and 

gender categories are not fixed, meaning that any attempt to target someone by their perceived race or 

gender is likely to contrast with the potential dynamism in how they identify. 

14 Their study only looked at English-language users, leaving questions open about whether and how misgendering might occur in 
other languages, e.g. depending on how gender is embedded in the language itself.

15 This took place prior to restrictions on targeting along age, ethnic and racial differences.
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Facebook’s community standards assert that Facebook is guided by authenticity, with each profile 

representing one person. This claim, combined with practices that simplify and categorise gender, projects 

a view of authenticity that assumes gender is sorted into specific categories.16 Facebook’s construction of 

authenticity proscribes terms that exclude many fluid, multifaceted identities, in particular by compelling 

people to use the name they use in ‘real life’ on the platform. This paradoxically prevents authentic self-

representation for those who might not identify with their given name (Haimson and Hoffmann, 2016). When 

gender is taken to be fluid and dynamic, the problem of misgendering goes back to the very practice of 

representing gender as data points. 

Discipline through shadowbanning

Another way that algorithmic processes might intentionally discipline people’s behaviour is through the 

practice of shadowbanning, whereby ‘content moderators block or partially block content in a way that is not 

apparent to the user or their followers’ (Bridges, 2021). Shadowbanning means that a platform, in practice, 

‘chooses only to connect some bodies’ (Bridges, 2021). While the use of shadowbanning indicates that 

specific targeting takes place in platform content moderation, platforms do not disclose the relative roles 

played by human decision-making and human-programmed algorithmic decision-making in the practice.

Organised opposition to specific gender equality-focused groups and feminist activists can lead to gender 

equality content being shut down, as Hanna Paranta, whose Facebook account was disabled multiple times, 

experienced. Although her account was only shut down temporarily, Paranta’s content has not returned to 

the status it had prior to being shut down. In particular, Facebook has not verified her page as the authentic 

account of a public person, which is done with a blue verification badge (Mahmood, 2021).

Anecdotal experiences reveal that shadowbanning takes place on different platforms. Are (2020; 2021) 

has investigated instances of shadowbanning aimed at adult performers, activists, athletes and people of 

colour. On Twitter, this means hiding user accounts from search results (Are, 2021). Instagram users have 

found themselves excluded from Instagram’s ‘Explore’ page, where users are recommended new content. 

TikTok has been accused of hiding or deprioritising content by Black creators on news feeds. Claims about 

shadowbanning come from different groups, including political conservatives.

Shadowbanning provokes tensions between users and social media companies. Some users use humour and 

lobbying efforts to draw attention to shadowbanning. For example, sex worker and social media influencer 

@Charlieshe uses playful posts to speak to content moderators/platforms about shadowbanning practices 

(Bridges, 2021). Instagram in particular has been ambivalent in responding to user concerns. Instagram 

denied shadowbanning took place until mid-2019, when a petition by almost 20,000 pole dancers led to an 

official apology from Instagram to the account bloggeronpole.com. However, in February 2020, Instagram’s 

CEO Adam Mosseri again denied that shadowbanning took place. This was contradicted in June, when he 

published a blog post that acknowledged that it does (Are, 2021). 

16 Lingel and Golub’s (2015) study of Brooklyn’s drag community and its battle with Facebook’s ‘real name policy’ highlights the 
platform’s design incompatibility with diverse approaches to gender performances and naming practices.
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Shadowbanning provides a reminder that people, and not just algorithms, play a role in algorithmic content 

moderation, whether in designing or adapting algorithmic processes, or in overriding their results. Here, the 

people within a social media company make judgements that shape what content appears or is demoted. 

These decisions are often hidden from users, which makes it difficult to identify whether this is taking place 

through algorithmic programming or human intervention. This indicates that social media companies use a 

degree of obscured censorship to decide how people should appear in public. These practices have in some 

cases targeted women and feminist activists.

3.3 How users reify gender norms in an attention-based industry 

Influencers and the gendered nature of work

This section looks at how users have become involved in profit-making on social media platforms, and how 

this too contributes to reifying certain gender norms. Some social media users take part in the targeted 

advertising business as influencers. By 2019, influencer marketing was estimated to be a $9 billion 

industry (Bertaglia et al., 2020). The influencer industry partially emerged as a response to concerns that 

third-party targeted advertising on social media had limited effectiveness. Users could see it as intrusive 

or disruptive, and could block advertisements through ad-blocking software (De Veirman et al., 2017). 

Influencer-based advertising responds to these limitations, by having popular users advertise products 

to their networks. Brand or marketing firms pay these influencers to promote commodities to their 

audiences. An influencer’s commercial value is tied to their visibility, and their perceived authenticity and 

credibility (Cotter, 2019). Influencers weave marketing into their personal content, treading a fine line 

between building up and maintaining the loyalty of followers and selling products on behalf of advertisers 

(Van Driel and Dumitrica, 2021).

Influencers contribute to gender norms in multiple, sometimes conflicting, ways. First, influencers, 

especially in Anglo-American contexts, have tended to reinforce stereotypical images of women’s work 

and femininity. Influencer work is most often associated with women and industries traditionally seen 

as female (e.g. beauty, fashion, crafts, parenting and homemaking) (Van Driel and Dumitrica, 2021). Their 

content also has been found to promote certain representations of women. Duffy and Hund (2015) identify 

three interrelated tropes that emerge among top-ranked fashion bloggers: the idea that passionate work 

is destined to be successful, the staging of a glamorous life and carefully curated social sharing. There also 

are some indications of the bifurcation of male and female influencers on different platforms. There are 

indications that most influencers with sponsored posts on Instagram are women (Statista, 2021b). Bishop 

(2018), in a sample of popular vlogger accounts, found that the most subscribed-to independent vlogger 

accounts in the UK were mainly owned by men (43 out of 50), with popular men’s accounts covering topics 

such as gaming, sports, technology, comedy and news. Popular women’s accounts covered topics such as 

beauty and children, although one focused on gaming.

Second, influencers’ entrepreneurial activity is linked to individuality and consumption, which contribute to 

particular images of feminism and women. Women lifestyle influencers use physical capital (their appearance) 

and connections as resources for financial independence. Feminism becomes an individual choice rather than 

a collective struggle. In marketing products, women’s entrepreneurship is linked to consumption (Petersson 
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McIntyre, 2021). In some cases, feminism itself is used to attract followers, contributing to a commercialised 

view of feminism (Mahoney, 2020). These patterns suggest an influencer landscape that is dominated by 

women, and which reflects specific material and stereotypical images of women. 

While the overarching picture of the influencer suggests a tendency towards stereotypical gender displays, 

influencer content varies. Chen and Kanai (2021) show how four gay male influencers gained popularity as 

beauty influencers, an area of marketing predominantly occupied by women. Viral content can challenge 

gender binaries. In ‘#TheBoyChallenge’ on TikTok, users created and posted short videos in which they 

presented a simple gender transformation. Their videos showed that gender is a performance that can be 

transformed (Khattab, 2019). Other influencers, such as some LGBTQI+ influencers on YouTube, demonstrate 

their authenticity through showing pride in their sexuality (Andrews, 2021). Lovelock (2017) studies two 

celebrity YouTube influencers who identify as lesbian and gay, and shows how their posts, in which they 

explore their journeys from shame to self-acceptance and pride, help to strengthen public acceptance of 

their sexual identities.

Evidence about the influencer industry is limited. It is mainly informed by research in Anglo-American 

contexts and focuses on women influencers. Influencers exist outside Anglo-American contexts and 

have varied relationships to gender norms. Wilson et al. (2018) examine the account of a Malaysian female 

influencer, under the username @sareesandstories, who provides narrative storytelling around posts, usually 

of saris, about the identity construction of Indian women. Ligaga (2016) draws attention to the presence 

of women ‘socialites’ in Kenya, who self-represent and maintain celebrity status through Instagram/social 

media accounts. Their celebrity status is tied to different forms of income generation; for example, rather 

than posting products they charge for their participation at events (e.g. Kenyan influencer Vera Sidika has 

claimed to charge more than 280,000 Kenyan shillings, ~US$2,500, an hour). Ligaga (2016) argues that 

Kenyan socialites on Instagram challenge patriarchal social norms, even while potentially reflecting gender 

stereotypes and social inequalities.17 

The role of infrastructure: how influencers navigate marketability and algorithms 

Influencers play an active role in shaping what content captures attention. However, their influence is 

precarious. They need to remain profitable to third parties, popular with their audiences and visible within 

platforms’ technical systems (Bishop, 2021). Profitable influencers must navigate between authenticity and 

monetisation, self-commodification and objectification. There are high stakes for failing to tread this line. 

Banet-Weiser (2021a: 143) suggests: 

Authenticity on social media, then, is framed by a profound tension: for female influencers on Instagram, 

being authentic is often about constantly adjusting yourself to correspond with dominant white ideals 

of femininity. Yet authenticity is also about failure, pressure, depression, tears, vulnerability. This is the 

labour of authenticity.

17 In another example, focusing on sexualised content of 172 female influencers on Instagram, Drenten et al. (2020) found that 
heteronormative ideas of attractiveness and femininity shape how influencers garner attention.
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Looking at a sample of female online entrepreneurs, the majority of whom were white and college-educated, 

Duffy and Pruchniewska (2017) conclude that these influencers are caught in a ‘digital double bind’ where 

they must operate within three imperatives: a subtle, soft approach to self-promotion, an interactive 

intimacy with audiences and a compulsory visibility requiring them to make their private lives public. 

The extent to which these expectations frame other groups of influencers is a question for further study. 

Research seems to be disproportionately oriented towards Anglo-American contexts, and focuses on either 

female or male influencers, with less attention to men and to the potential differences between and within 

gender groups. Vaiciukynaite (2019) indicates this as an important area for further research, noting some 

indication of differences in the experiences of male and female influencers on Instagram. While finding little 

difference in how men and women respond to female influencers, Vaiciukynaite found differences in how 

they respond to male influencers: female users spent more time viewing their content, while male users 

were more likely to click ‘like’ in response. 

A 2019 marketing study has also identified discrepancies in pay. Surveying over 2,500 influencers on 

Instagram, YouTube and Facebook, the study found more female influencers than male (women made up 

77% of the sample). However, on average, women charged less than men (US$351 and US$459 per post, 

respectively) (Young, 2019). Influencers’ profitability depends on engaging in ways that are appealing both to 

other users and to marketing firms. What this entails can differ for men and women, although exactly how is 

a question for further research.

Alongside users and marketing firms, platforms also constrain how influencers can engage to retain 

their visibility and, therefore, profitability. Influencers need to be visible on these platforms, which 

utilise algorithms to amplify and demote content. Often, influencers must infer how platform algorithms 

amplify content; given that they are usually proprietary, influencers have limited information about 

the algorithmic rules that shape their visibility (O’Meara, 2019). Cotter (2019) suggests that algorithms 

encourage influencers to behave in certain ways to remain visible. However, influencers have also learnt 

how to engage more strategically with algorithmic rules. For instance, in 2016, Instagram influencers 

adopted several strategies to adjust to the platform’s switch from presenting content chronologically to a 

preference-driven feed linked to users’ usage history and the popularity of their posts. Some influencers 

formed a collective organisation and worked together to improve their engagement rates (O’Meara, 2019). 

Some started a change.org petition to ask Instagram to reconsider its strategy, which gained more than 

340,000 signatures. Another response was to form ‘engagement pods’ – groups of users who agree to 

mutually like, comment and share each other’s posts, as well as share insights on how to effectively work 

with the platform’s algorithms.

Influencers enable users to actively shape the content that others see on social media platforms. However, 

their influence is bound up with a complex set of relationships and dependencies, in which they must 

respond to profit incentives and platform design. 
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Tumblr as an alternative technical (and unprofitable?) model for user activity

Tumblr has some distinct technological design and business features that differ from the more dominant 

and profitable social media platforms, such as Instagram, Twitter and Facebook. It offers an important 

study of gender norms online, as it has been said to allow more flexible and open use by LGBTQI+ 

communities. Some scholars describe Tumblr as a queer space as it has enabled queer communities to 

connect and embrace fluidity in how people present their identity (Fink and Miller, 2014; Cavalcante, 2019). 

Haimson et al. (2021: 357) suggest: 

Tumblr is a fascinating case study: a site somewhat accidentally designed with queer and trans features, 

legible to and used by queer and trans people, that temporarily existed within the capitalist framework of 

Silicon Valley.

Specific features contribute to this image of Tumbler. Tumblr’s origin narratives suggest its founder, 

David Karp, wanted to create a space for short multimedia expression. From here, it then quickly became 

seen by users as a site that was devoted to self-expression and permissiveness, and it attracted a mix 

of users (Cavalcante, 2019). Technically, Tumblr allows users to remain anonymous and displays content 

chronologically. Contrasting with Facebook, where an embodied individual signifies authenticity, Tumblr 

does not emphasise connections between online identities and wider offline connections (Cho, 2018). Users 

can choose to integrate different media into their pages to express themselves (Cavalcante, 2019). 

For trans* individuals, Haimson et al. (2021) find that anonymity and separation from offline networks make 

Tumblr a safer space to express themselves than offline spaces and other social media platforms. This was 

important for some as they were changing and experimenting with appearance. The trans* users interviewed 

explained that Tumblr allowed them to self-present as the person that they were ‘becoming’, whereas 

Facebook was designed to present a user as a fixed entity that aligns with one gender assignment. Tumblr 

was described by some as a trans* technology because it provided for the multiplicity and fluidity of identity, 

and offered separation from offline networks.

Still, Tumblr’s features have had ambivalent effects. Haimson et al. (2021) suggest that this is partially 

because Tumblr was not designed with specific (e.g. trans* or queer) users in mind. Focusing on trans* users, 

they show how these users have had to work to protect their engagement online, for example in response 

to Tumblr tagging their content as ‘adult’ or reacting to porn blogs following their accounts. Tumblr’s 

permissiveness also allows for racist and homophobic content, and homophobic Tumblr communities exist 

alongside LGBTQI+ ones (Cavalcante, 2019; Haimson et al., 2021). Cavalcante (2019) also argues that queer 

communities on Tumblr have tended towards an echo chamber effect, as users increasingly engage with 

like-minded people and limited content, reinforced by platform recommendations that encourage users to 

follow other bloggers based on their existing network.
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The value of a safe space for expression online and the potential for harm increases for people with 

intersecting marginalised identities. Trans* people of colour have experienced intersecting patterns of 

racism and transphobia, which has amplified their marginalisation. At the same time, bloggers have also 

identified opportunities for giving and receiving support from others on the platform, working to create 

sub-groups within trans* communities. However, they noted that this requires additional work and resources 

(Haimson et al., 2021).

Finally, Tumblr has struggled to sustain the same profitability and growth as other social media platforms, 

with more technically complex processes for targeting content. As mentioned in Section 2.1, Tumblr fell 

in value from $1.1 billion to $3 million from 2013 to 2019 (Siegel, 2019). Still, this case is important in that it 

shows the possibility of alternative ways in which business, technical design and user activity can come 

together to provide for different – albeit still ambivalent – experiences and expressions of gender norms.

3.4 Community guidelines: company policies and 
their consequences for gender norms

Beyond what algorithms or users do, most social media companies set out community standards or 

guidelines that lay out a normative framework about what they consider to be problematic content and 

how it is dealt with. Community standards or guidelines are written policies from the company behind the 

platform about how they identify and address problematic activity and content. Policies cover content and 

user behaviour (e.g. harassment), and set the terms from which platforms moderate and censor content. 

Community standards vary in details and length (Bateman et al., 2021). 

Standards are also dynamic. Facebook updated 21 out of its 27 policies at least once between September 

2020 and February 2021. Moderation of content has evolved as user bases have grown, changing the 

scale and scope of community values. Companies often change their community guidelines in response 

to community requests, sometimes on the back of controversies. For instance, following public outrage, 

Facebook invested in improving its Myanmar language hate speech classifiers, which resulted in a 39% 

increase in posts being taken down in the following six-month period (Gorwa, et al., 2020). In October 2019, 

Facebook also created an independent Oversight Board to help set precedents for, and make decisions 

about, content in line with its community standards (see Box 3).

Gillespie (2017) suggests that, over time, a degree of homogeneity has emerged among platforms’ standards, 

with most now prohibiting sexual and obscene content, violent content, user harassment, hate speech, 

promotion or representation of self-harm, and promotion or representation of illegal activity. Gerrard and 

Thornham (2020) argue that this stability in community guidelines mainly pertains to areas where content 

would be deemed to be illegal, including support for terrorism, crime and hate groups, and sexual content 

involving minors. Greater dynamism remains around other issues, where existing laws do not necessarily 

clearly apply. Platforms’ user codes of conduct also vary. For example, Twitter prohibits coordinated abuse 

through technical means, whereas YouTube employs a ‘three strikes’ system, from warnings to eventual 

channel termination (Jankowicz, et al., 2021: 10). 

Box 3: Case study – Facebook’s Oversight Board

Facebook has introduced a distinct model of self-regulation in the form of an independent Oversight Board 
launched in October 2019. The formation of the board was informed by a series of workshops held globally. A 
public portal was created for global recruitment to the board. The board is 50% female, with representation 
from different areas of expertise, global locations and ethnicities. In reporting on the process, the New 
Yorker revealed that Facebook’s CEO supported the uptake of the idea, enabling it to be taken forward 
irrespective of internal dissent.

The board uses Facebook’s community standards as the reference point for making decisions. Facebook 
has one set of community standards, intended to reflect the platform’s global user base and the diversity 
of contexts in which it operates. The board can make decisions on cases of content moderation and make 
recommendations to Facebook about its content policies. Cases can be referred to the board by Facebook 
or by user appeals, following a decision by Facebook to take down or leave up content. While the board does 
not have legal or enforcement authority, Facebook states that its decisions about content removal cases 
are binding.

So far, little external research has been done on the Oversight Board’s approach to regulating content. 
Some scholars have questioned how Facebook’s singular set of community standards impacts a diverse 
user base; for example, Spišák et al. (2021) highlight how users engage with a range of identities and 
sexualities, and with interests that do not necessarily align with Facebook’s community standards (see also 
Tiidenberg and van der Nagel, 2020). The standards can therefore contribute to stigmatising practices and 
cultures that exist outside one set of ideals. The Oversight Board might help to mediate between different 
interests, through a globally diverse membership of external experts and civic leaders, but still aims to 
come up with one agreed outcome.

Sources: Meta (n.d.a); Oversight Board (n.d.); Oversight Board (2020); Klonick (2021).
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Content removal and the enforcement of community guidelines 

Community guidelines set the parameters for content removal. Content that is determined to be 

problematic can be subject to moderation in specific ways; for example, content can be restricted in its 

accessibility or searchability, or it can be removed. Also, in extreme cases, a user can be temporarily or 

permanently removed. Removal prevents further or wider offence but can conflict with principles of open 

participation and protected speech. Also, it is not necessarily fully effective. Content removal can result 

in a game of ‘whack-a-mole’ where users create new accounts and continue to post. This game indicates 

the challenges of labelling any content as problematic, from feminist campaigns that might be labelled 

as misinformation by anti-gender groups to hate speech towards women (see e.g. Banet-Weiser, 2021b). 

Filtering can appear less invasive but can be relatively invisible to the user, hiding the scope and nature of 

moderation (Gillespie, 2017). 

Computational tools and human monitoring are both involved in upholding community guidelines (Gillespie, 

2018). Most platforms use a tiered system of content moderation to deal with problematic content. This 

enables them to cope with the scale and speed of content creation and sharing. Internally, companies 

often have moderation teams that work with frontline reviewers and independent contractors.18 External to 

the company, content removal can involve crowdsourcing platforms, with workers hired to review content 

18 For example, Amazon Mechanical Turk, a crowdsourcing site that allows businesses to hire remote workers for discrete tasks.

The value of a safe space for expression online and the potential for harm increases for people with 

intersecting marginalised identities. Trans* people of colour have experienced intersecting patterns of 

racism and transphobia, which has amplified their marginalisation. At the same time, bloggers have also 

identified opportunities for giving and receiving support from others on the platform, working to create 

sub-groups within trans* communities. However, they noted that this requires additional work and resources 

(Haimson et al., 2021).

Finally, Tumblr has struggled to sustain the same profitability and growth as other social media platforms, 

with more technically complex processes for targeting content. As mentioned in Section 2.1, Tumblr fell 

in value from $1.1 billion to $3 million from 2013 to 2019 (Siegel, 2019). Still, this case is important in that it 

shows the possibility of alternative ways in which business, technical design and user activity can come 

together to provide for different – albeit still ambivalent – experiences and expressions of gender norms.

3.4 Community guidelines: company policies and 
their consequences for gender norms

Beyond what algorithms or users do, most social media companies set out community standards or 

guidelines that lay out a normative framework about what they consider to be problematic content and 

how it is dealt with. Community standards or guidelines are written policies from the company behind the 

platform about how they identify and address problematic activity and content. Policies cover content and 

user behaviour (e.g. harassment), and set the terms from which platforms moderate and censor content. 

Community standards vary in details and length (Bateman et al., 2021). 

Standards are also dynamic. Facebook updated 21 out of its 27 policies at least once between September 

2020 and February 2021. Moderation of content has evolved as user bases have grown, changing the 

scale and scope of community values. Companies often change their community guidelines in response 

to community requests, sometimes on the back of controversies. For instance, following public outrage, 

Facebook invested in improving its Myanmar language hate speech classifiers, which resulted in a 39% 

increase in posts being taken down in the following six-month period (Gorwa, et al., 2020). In October 2019, 

Facebook also created an independent Oversight Board to help set precedents for, and make decisions 

about, content in line with its community standards (see Box 3).

Gillespie (2017) suggests that, over time, a degree of homogeneity has emerged among platforms’ standards, 

with most now prohibiting sexual and obscene content, violent content, user harassment, hate speech, 

promotion or representation of self-harm, and promotion or representation of illegal activity. Gerrard and 

Thornham (2020) argue that this stability in community guidelines mainly pertains to areas where content 

would be deemed to be illegal, including support for terrorism, crime and hate groups, and sexual content 

involving minors. Greater dynamism remains around other issues, where existing laws do not necessarily 

clearly apply. Platforms’ user codes of conduct also vary. For example, Twitter prohibits coordinated abuse 

through technical means, whereas YouTube employs a ‘three strikes’ system, from warnings to eventual 

channel termination (Jankowicz, et al., 2021: 10). 

Box 3: Case study – Facebook’s Oversight Board

Facebook has introduced a distinct model of self-regulation in the form of an independent Oversight Board 
launched in October 2019. The formation of the board was informed by a series of workshops held globally. A 
public portal was created for global recruitment to the board. The board is 50% female, with representation 
from different areas of expertise, global locations and ethnicities. In reporting on the process, the New 
Yorker revealed that Facebook’s CEO supported the uptake of the idea, enabling it to be taken forward 
irrespective of internal dissent.

The board uses Facebook’s community standards as the reference point for making decisions. Facebook 
has one set of community standards, intended to reflect the platform’s global user base and the diversity 
of contexts in which it operates. The board can make decisions on cases of content moderation and make 
recommendations to Facebook about its content policies. Cases can be referred to the board by Facebook 
or by user appeals, following a decision by Facebook to take down or leave up content. While the board does 
not have legal or enforcement authority, Facebook states that its decisions about content removal cases 
are binding.

So far, little external research has been done on the Oversight Board’s approach to regulating content. 
Some scholars have questioned how Facebook’s singular set of community standards impacts a diverse 
user base; for example, Spišák et al. (2021) highlight how users engage with a range of identities and 
sexualities, and with interests that do not necessarily align with Facebook’s community standards (see also 
Tiidenberg and van der Nagel, 2020). The standards can therefore contribute to stigmatising practices and 
cultures that exist outside one set of ideals. The Oversight Board might help to mediate between different 
interests, through a globally diverse membership of external experts and civic leaders, but still aims to 
come up with one agreed outcome.

Sources: Meta (n.d.a); Oversight Board (n.d.); Oversight Board (2020); Klonick (2021).
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on a per-task basis, volunteer moderators, as well as users who voluntarily flag content as inappropriate. 

Most platforms allow users to report or ‘flag’ offensive content to the platform and trigger a review process 

(Crawford and Gillespie, 2016; Guo and Johnson, 2020). Flagging is optional (Gillespie, 2017).19 Crawford 

and Gillespie (2016) suggest that flagging both enables and obscures collective governance. Users can 

participate in governance by labelling content as problematic – in contrast to the wider activity of data 

labelling in which users are labelled by others. However, the decisions made on the back of users’ ‘flags’ are 

not visible to the individual or to other users. Furthermore, while flagging enables users to participate in 

content moderation, it does so in a way that often obscures their labour, which arguably is a form of care 

labour that is insufficiently remunerated (The Good Robot, 2021).

Social media companies cannot avoid using automated content moderation, given the scale of social media 

activity globally. External regulations – for example, Germany’s Network Enforcement Act or the European 

Union’s (EU) Code of Conduct on Hate Speech – can also impose restricted timeframes for identifying and 

removing content that necessitate automated removal (Gorwa et al., 2020). 

Large tech companies, including some social media companies, have cooperated in algorithmic content 

moderation around key issues, such as counterterrorism. Facebook, Google, Twitter and Microsoft formed 

the Global Internet Forum to Counter Terrorism in 2017, and worked together on a common hash database 

of terrorist content.20 Alongside this, platforms retain their own algorithmic architecture for content 

identification and removal. For example, Facebook has begun to use its own machine learning algorithms to 

create a predictive score for how likely a post is to violate Facebook’s terrorism policies (Gorwa et al., 2020). 

Gender bias through the enforcement of community standards

The creation and enforcement of standards for content removal expose a normative assessment of how 

people should present themselves and interact. Southerton et al. (2021) suggest that content classification 

systems turn platforms into ‘norm-producing technologies’, as they decide and enforce views of problematic 

content. Norms that materialise through the removal of content can reflect either explicit or hidden biases. 

They can even contradict platforms’ written standards that value dignity and rights. For example, so-called 

‘unintended bias’ along racist or sexist lines has been found in training datasets that are used to train 

machine learning algorithms to match or classify content. This was visible in the case of Perspective, a 

project by Jigsaw, a Google/Alphabet subsidiary, which predicts the impact of a comment on a conversation. 

Data for Perspective was trained by workers from a crowdsourcing site, and revealed bias along racial and 

political lines. For example, content including the word ‘Arabs’ was labelled as more toxic than content 

indicating Nazi sympathies (Gorwa et al., 2020).

19 Another form of user moderation is volunteer community management. This is visible at a site level (on Wikipedia, for instance) or 
in social media platform features such as Facebook groups or ‘subreddits’ (on Reddit), where individuals can manage content within 
groups that they administer.

20 This forum was part of their commitment to the European Commission’s code of conduct to combat illegal online hate speech.
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Past examples have revealed the uneven effects of content removal for men and women, and for LGBTQI+ 

users – both in what is removed and in what is not. First, content that expresses hate and/or harm towards 

women continues to be visible on platforms. This indicates that community standards are not enforced in 

ways that fully protect women from harm. A review of Facebook’s internal documents in The Guardian found 

that comments that threatened women with violence were not removed as threats. This included comments 

such as ‘To snap a bitch’s neck, make sure to apply all your pressure to the middle of her throat’, and ‘Little 

girl needs to keep to herself before daddy breaks her face’ (Nurik, 2019). On a bigger scale, examples such as 

the Rohingya genocide in Myanmar in 2018, where Facebook failed to monitor and remove content fuelling 

ethnic cleansing, indicate that the limitations of self-moderation might be even greater in languages other 

than English and in non-Western contexts (BBC News, 2018).

Different user groups have been disproportionately affected by content removal. Studies have focused in 

particular on the experiences of LGBTQI+ users. YouTube has been embroiled in a number of controversies 

in this regard. In February 2017, YouTube stated that it would strengthen its system for identifying offensive 

content, giving advertisers more control over what content is paired with their brands. This announcement 

took place after criticism that some of the videos it hosted included extremist and terrorist content. 

This decision had an unintended, negative impact on some LGBTQI+ creators on YouTube, who reported 

that their videos were hidden within a restricted mode (an opt-in setting from 2010). YouTube responded 

by allowing unrestricted videos featuring LGBTQI+ content (Southerton et al., 2021; see also Abidin, 

2019). However, in August 2019, LGBTQI+ YouTube users filed a class action lawsuit against YouTube for 

discrimination, alleging that the platform’s moderation of content, by both algorithms and people, continued 

to discriminate against LGBTQI+ content. Plaintiffs’ cases included some users being told they could not 

have content promoted ‘because of the gay thing’ and blanket age restrictions on users who posted, for 

example, ‘kink-friendly’ sex education. As part of the case, some users explained that they had begun 

to self-censor content that could be labelled as queer by the platform’s algorithm to avoid its removal, 

attempting to predict how its opaque interpretation of standards would be applied (Kleeman, 2019). These 

experiences of being censored contrast with instances where platforms have allowed content, including 

racist and homophobic content, to stay (Rosenberg, 2019).

Concerns over how community standards are enforced have emerged around other platforms too. Accounts 

can be removed in error; for example, a survey by Salty (2019), a member- and volunteer-driven digital 

newsletter and platform for women, trans* and non-binary people, found that half of its respondents’ 

Instagram accounts had been reinstated after deletion. Tumblr has faced allegations that its content 

moderation and removal procedures unfairly discriminate against queer users. In 2018, Tumblr’s suspension 

from the Apple App store, for hosting child pornography, triggered an internal decision to ban all NSFW (Not 

Safe For Work) content (Pilipets and Paasonen, 2020; see also Southerton et al., 2021). The ban affected 

NSFW blogs and fandom art, but many users criticised it as ineffective, as porn bots (fake followers and 

spam content) could evade the ban. Users contested the ban using the platform’s technological features; for 

example, they tagged content to express criticism of Tumblr’s policies, repackaged and reshared blocked 

content, and created clusters of content criticising the ban.
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Organisational and technical features that contribute to biased content removal

Sometimes content is unfairly removed due to the specific constraints of algorithms. In particular, 

algorithms struggle to take context into account when making decisions (see Khan, 2021: 81), operating 

instead from precise definitions. This can have significant effects, as disputes over content moderation 

decisions have shown. For instance, Facebook’s algorithm for removing content based on female nudity did 

not distinguish photos of breastfeeding and female indigenous elders with uncovered breasts from other 

types of nudity (Dragiewicz et al., 2018). Spišák et al. (2021) suggest that it is relatively easy for an algorithm 

to identify nudity or sexual activity, but difficult to take into account its context. Unpacking patterns in 

Facebook’s regulation of sexual content, Spišák et al. (2021) suggest that this occurs because Facebook 

has tended to focus on negative freedoms (e.g. protection from harm) rather than positive freedoms (e.g. 

the freedom of sexual expression). Content moderation policies focused on protecting people from harm 

contribute to sexual stigmatisation, particularly for those who are outside heteronormative 'ideals'.

Nurik (2019) argues that the strict application of community standards has unequal effects. Facebook’s 

censorship rules about content that threatens protected categories (e.g. race, gender and religion) usually 

do not take into account humour or irony. They also do not protect subgroups of protected categories. For 

instance, a female driver is categorised as a driver rather than as a woman (Nurik, 2019; see also Angwin 

and Grassegger, 2017). Therefore, if a post contains a sexist threat to a woman who has been categorised 

as a driver, this will not necessarily be interpreted as a threat under the platform’s community standards, 

because ‘driver’ is not a protected category.

One contributing factor is the relative scale of content compared to the resources required for content 

moderation. Facebook has been increasing its number of content moderators, for example, from 4,500 in 

May 2017 to 15,000 as of 2021 (Madrigal, 2018; Simonite, 2021). Yet, while the majority of Facebook users 

operate in languages other than English, it has faced strong critiques for its capacity to accurately and 

comprehensively monitor content in different languages. Little information is publicly available about who 

is employed as censors for social media platforms; the unequal demographic make-up of organisations 

suggests that this is an area for further research. In particular, there is a need for research that explores 

how the conditions and intersections of human and algorithmic moderation might shape differential 

outcomes (Nurik, 2019).21

21 Nurik (2019) interviewed members of the ‘Men are Scum’ movement, a social media movement involving a group of female 
comedians posting comments using the phrase ‘men are scum’. Many of the comments were banned, leading to debates over 
censorship (see Gibbs, 2017).

Facebook’s algorithm for removing 
content based on female nudity 
did not distinguish photos of 
breastfeeding and female indigenous 
elders with uncovered breasts from 
other types of nudity.

"
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Contesting platform labels 

Although outcomes of content removal processes have been experienced as unequal and biased, the 

channels available to users to contest how they are being implemented are limited (Nurik, 2019). When Salty 

surveyed its members on their experiences of content moderation on Instagram and Facebook, it found 

that, in most cases, users were not given a specific reason why their advertisements had been removed 

from Instagram. Instead, they were simply told they were in violation of community guidelines. The survey 

also found that there was little recourse open to users to appeal restrictions placed on their accounts or 

content (Salty, 2019).

This indicates a power imbalance when it comes to who decides and interprets what is appropriate content. 

Social media platforms’ terms of use contribute to this power imbalance. Article 14 in Facebook’s terms of 

use allows the platform to ban users on the basis of anything that violates the letter or spirit of the terms, or 

that creates a risk or possible legal exposure for Facebook. Twitter’s terms give the platform unconditional 

power to remove or refuse to distribute content, terminate user accounts or reclaim usernames.22

Furthermore, cooperation between governments and social media platforms tips the balance of power 

away from users. Governments can pressure social media companies to remove content, for example, as 

evident with anti-terrorist policies (Leerssen, 2015). Social media platforms receive frequent government 

requests for user data; in the latter half of 2020, governments made over 191,000 such requests, with 

most coming from the US, followed by India, Germany, France, Brazil and the UK (Meta 2021b). Facebook 

states that it complies with requests that are legally valid and consistent with international human rights 

standards (Meta, 2021b). In the same period, 72.3% of requests were granted (Meta, n.d.b). Platforms can 

exercise some discretion in how they respond to government requests. For example, Twitter has removed 

tweets in response to government requests but has made clear what was being removed, while Google 

pulled out of China after the Chinese government requested that it filter search results by government 

dictates (Gillespie, 2018).

Rather than work with limited platform channels for feedback or complaints, users’ most visible efforts to 

contest content removal have involved collective action. West (2017) examines different strands of collective 

action against Facebook’s nudity policy, which removed images of female, but not male, toplessness. These 

campaigns ranged from those rallying around images of women breastfeeding, to images of breast cancer 

survivors’ mastectomy scars, to the hashtag campaign ‘#FreeTheNipple’. Humorous and original viral 

campaigns, some involving influencers, provided leverage for the cause, although did not result in a clear 

change in Facebook’s policies.

22 According to Leerssen (2015), limited liability for platforms, as exists in US law, could indirectly protect users by protecting 
platforms from being liable for the content that is shared. However, there is no guarantee that platforms will preserve users’ 
freedom of expression.
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3.5 Reflections

The interactions between social media platforms’ technical design, business aims and user activity may, 

at first glance, seem to amplify a relatively narrow and stereotypical set of gender norms. There are 

clearly some dominant tendencies in terms of which gender norms platforms promote, based on what has 

advertising appeal, what can be recognised as data and by algorithms, and what contexts or subtleties 

are lost in content moderation. In some ways, users have also reinforced these patterns through their 

behaviour. For example, the influencer industry often reinforces stereotypical ideas about women’s 

interests and roles.

However, these interactions are dynamic, which also makes it possible for users to expand and diversify 

gender norms online. Some influencers take pride in non-heteronormative sexualities, while viral campaigns 

have revealed the unequal impacts of content moderation for women and queer communities. Users have also 

created spaces for self-expression with like-minded individuals on different platforms, including YouTube, 

Tumblr and dating apps. A focus on dominant patterns and platform design can overlook the diverse ways 

users that interact on and with social media platforms to explore and contest gender norms in ways that both 

promote marginalised identities and challenge gendered injustice (Washington and Marcus, 2022).

The next chapter shifts its gaze to external factors that influence the dynamics between technology 

companies and their users. It looks at how external actors – specifically governments – have attempted to 

control what happens on social media platforms, examining how such efforts have shaped, or been shaped 

by, gender norms.

© Markus Esselmark/UN Women
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4 Existing legal frameworks and 
alternative models to regulation

23 Gillespie (2018) identifies two main approaches to moderating social media content: governance by platforms and that of platforms. 
The latter is external and specifies companies’ liability for the content that they host. The former consists of companies’ initiatives 
to curate content and monitor activity on their platform.

24 Initially, the law made it illegal to provide obscene or indecent material to minors but this was deemed unconstitutional a year later.

According to The Economist Intelligence Unit, most women have experienced or witnessed abuse online, 

despite platforms’ content moderation processes (The Economist Intelligence Unit, 2021; see also Di Meco 

and Wilfore, 2021: 2). Without external regulation, social media platforms appear to be easily taken over by 

content marked by prejudice, hate speech and abuse.

Given the prevalence of harmful content, external actors have become increasingly concerned with 

platform governance.23 Debates about how to regulate content online emerged in the late 1990s, at first 

focusing on online defamation and porn, and later expanding to concerns about online piracy and copyright 

infringement (Gillespie, 2018). From the 2010s onwards, calls for regulation have often focused on the rise of 

misinformation and hate speech, antitrust issues, the monopolisation of the sector by a few firms and data 

privacy (see Box 4).

Regulations can alter or limit how platforms operate at different points. For instance, they may focus on 

technical infrastructure (such as algorithmic systems), limit partnerships between platforms and companies, 

or set conditions for what types of content must be removed. 

This chapter unpacks different approaches to external regulation, mapping the different aspects of social 

media infrastructure and activity that are being targeted. It draws out existing evidence of how these 

regulations impact gender norms on platforms, and highlights some key gaps in existing research on this topic.

4.1 Current laws

While social media platforms have a global reach, national jurisdictions play an important role in regulating 

platform activity and content.

Most large social media companies are corporate and legal entities in the US (Gillespie, 2018). Many debates 

about who is responsible for content on these platforms therefore use US liability law as a reference point. 

This dates back to Section 230 of the 1996 Communications Decency Act (CDA), which offers companies safe 

harbour from liability for harmful user content, as they are not deemed the legal publishers of this content 

(Gillespie, 2017; Nurik, 2019).24 It also provides legal freedom for companies to intervene on users’ behalf 

(Gillespie, 2018). This means that platforms are alleviated of responsibility for content both when they do and 

do not intervene (Crawford and Gillespie, 2016).
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US liability laws protect companies from being responsible for content created by their users, with some 

exceptions related to child pornography and intellectual property. This is based on a particular understanding 

of social media platforms as hosts rather than as publishers or creators of content, which means they are not 

considered to be accountable for what users post. Large technology firms have lobbied the US government 

extensively, with the top seven firms spending $64.9 million in 2020. Almost $20 million of this came from 

Facebook, which increased its lobbying efforts during the run-up to the elections, when there was significant 

public attention on issues around social media content management. Other technology firms’ lobbying efforts 

have coalesced on issues such as privacy, competition and antitrust legislation (Romm, 2021).

As social media platforms have grown, expanding their activity and the scope of their content, critics in both 

political and academic circles have questioned their legal designation as hosts rather than as publishers 

of content (Wakabayashi, 2020). Social media platforms have multiple interfaces: they work through 

Box 4: Regulatory debates over data privacy, antitrust and advertising

Debates over external regulation have come to bear on social media platforms around data privacy, advertising 
and antitrust issues. These alter the terms of platform business models, e.g. targeting, partnerships and 
data use, indicating their potential to disrupt the interactions between gender norms and platform 
infrastructure.  However these issues have yet to be studied in depth.

Data privacy concerns came to the fore in March 2018, when a newspaper investigation by Cadwalladr 
revealed that Cambridge Analytica had used Facebook data, gathered without consent from approximately 
87 million users, to conduct psychographic voter-targeting. Facebook responded to the Cambridge 
Analytica scandal by disabling data access for some third parties and tightening its terms of service. 
Facebook is not the only platform to alter its APIs over time. Such changes have been made for different 
reasons (e.g. Twitter’s changes have focused on issues related to larger, commercial use of its data). 
Commercial social media analytics services also continue to exist. A mixture of concerns about privacy and 
profit incentives shape what data is accessible and to whom (Bruns, 2019).

The EU’s General Data Protection Regulation (GDPR) is one of the earliest and most comprehensive data 
protection frameworks globally. GDPR applies to the processing of personal data relating to individuals 
in the EU. It regulates standards of consent for different types of data and specifies individuals’ rights to 
access their personal data. GDPR has contributed to a language of ownership over data. By contrast, the 
US has lagged behind in legislation. In May 2021, Democrat Senators reintroduced the Social Media Privacy 
Protection and Consumer Rights Act. If passed into law, this would give consumers more control over their 
personal data. It would also provide the Federal Trade Commission and state attorney generals greater 
capacity to enforce data privacy.

Commercial advertising is another area of external regulation that could alter the way social media 
platforms operate. This also has implications for influencer activity. The US Federal Trade Commission 
requires social media influencers to disclose receipt of any compensation they receive for posts. In Europe, 
sponsored content that is produced by influencers is regulated under the Unfair Commercial Practices 
Directive and the Audio-Visual Media Services Directive.i Specific European countries vary when it comes 
to additional requirements, e.g. the Netherlands focuses on self-regulation while some German courts 
suggest that every influencer post requires advertising disclosures.

Sources: Cadwalladr and Graham-Harrison (2018); Isaak and Hanna (2018); Privacy International (2018); Bertaglia et al. 

(2020); Burns (2020); Kang and Frenkel (2018); Klobuchar (2021).

i The former sets out when it is unfair not to disclose that content has been sponsored. The latter sets out requirements for 
certain types of advertising, e.g. that aimed at vulnerable groups.
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partnerships and programmable interfaces, and involve interdependent relationships between users and 

algorithms. Crawford and Gillespie (2016) argue that this means that platforms not only host but also shape 

the content of others. When someone posts on a platform, their content becomes input for algorithms, 

which feeds back into news feeds, trend lists and other platform features.

Other countries’ liability laws vary. Russia and states in the EU and South America provide companies with 

conditional liability that is contingent on platforms’ knowledge of content and requires them to respond 

to state requests to remove illicit third-party content. China and countries in the Middle East tend to have 

stricter liability laws that require companies to prevent the circulation of unlawful or illicit content. Some 

countries have no liability laws for social media platforms (Gillespie, 2017).

The regulation of harmful content

In addition to laws that regulate social media platforms’ liability for content generally, there are more 

specific areas of concern that have become subject to regulation. This includes activities that are specific 

to social media platforms as well as general issues around digital technology and data.

Again, US legislation remains a key reference point. Since Section 230 of the CDA was introduced, the 

US government has placed limits on safe harbour provisions in relation to illegal content. In 2018, two 

acts were passed – the Allow States and Victims to Fight Online Sex Trafficking Act (FOSTA) and the Stop 

Enabling Sex Traffickers Act (SESTA) – that introduce exceptions to Section 230 of the CDA. In response to 

these acts, Facebook tightened its community standards and terms of use (see Box 4 for different areas of 

regulatory debate).

Other countries have taken different approaches to moderating sexually explicit content. Some 

governments, including Germany, France and Austria, have conducted audits on specific areas of harmful 

content, such as hate speech. In 2018, Germany instituted the Network Enforcement Act, which requires 

social media companies to respond to illegal content flagged by users within a specific timeframe. The 

UK government’s ‘Online harms’ white paper proposed a ‘duty of care’ approach, which demands greater 

transparency from platforms (Department for Digital, Culture, Media & Sport and Home Office, 2019). The 

EU Digital Services Act places due diligence obligations on large platforms and requires them to conduct 

regular risk assessments.

While much research on content removal has focused on what platforms do, platforms’ community standards 

do not exist in isolation, and platforms must contend with legal requirements in the jurisdictions in which 

they operate. McLelland (2016) suggests that external regulation can constrain how different sexualities 

are viewed and experienced on platforms. Comparing the censorship of obscenity in China and Japan, 

McLelland (2016) argues that national regulations on obscene or pornographic content can restrict speech 

and criminalise some forms of sexual expression. Japan’s approach to obscenity distinguishes between 

fictional characters and real people. This has given people relative freedom to express themselves in diverse 

ways through fictional characters. China has placed greater restrictions on obscene content, limiting what 

can legally appear on social media. For example, since April 2014, the Chinese government has imposed a 

‘Cleaning the Web’ campaign to remove ‘pornographic and vulgar information’, which it argues harms the 

health of minors and ‘seriously corrupts social ethos’ (McLelland, 2016: 124).
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4.2 Alternative models of external regulation

Algorithmic impact assessments 

There is increasing interest in platform algorithms and the roles they play in determining the visibility and 

removal of content. Yet, algorithmic activity remains a relatively new area for regulation and is a topic 

that requires further research. Research could help to identify what technical understanding and skills 

are needed, as well as to critically assess, from a social scientific perspective, the potential for harm in 

algorithmic design and machine learning systems. These questions have opened up discussions about 

how different mechanisms might help to pre-empt and address biases, including gendered ones, on social 

media platforms.

One approach is to conduct algorithmic impact assessments, which aim to identify potential bias and 

harm in algorithmic systems. Algorithmic impact assessments take different forms, including those that 

focus on eliminating gender-based prejudice and gendered harm. The Gender Shades Algorithm Audit, for 

example, assessed the performance of commercial facial recognition APIs in classifying faces by binary 

gender.25 Other algorithmic impact assessments look at compliance with wider norms. This approach 

contextualises algorithms in organisational and individual behaviour. Given that algorithmic systems 

can be experienced in many different ways, as discussed in Chapter 3, attention to context appears 

key to understanding why and when certain biases might emerge. Algorithmic impact assessments 

also do not necessarily need to be focused on norms or bias, but can look more broadly at risks prior to 

operationalisation, or at impacts afterwards.26

While they are still relatively new, some governments have started to explore the potential of algorithmic 

impact assessments. There are draft regulations or legislation underway in Canada, New Zealand, the EU 

and the US (Moss et al., 2021a). Impact assessments are intended to unpack what the system does, and who 

should be responsible for remedying problems (Moss et al., 2021b). 

Canada was an earlier adopter of algorithmic impact assessments. In April 2019, a Treasury Board Directive 

came into effect that outlined requires for algorithmic impact assessments for automated decision-making. 

The Canadian Algorithmic Impact Assessment Tool is a mandatory risk assessment tool for government 

agencies and for vendors serving government agencies (Government of Canada, n.d.).27 A Data & Society 

report (Moss et al., 2021b; see also Moss et al., 2021a) has raised concerns about its unequal application; for 

example, the Canadian Department of Defence chose not to submit an assessment for use of algorithms to 

inform diversity in hiring (see also Data & Society, 2021).

25 Accuracy discrepancies were reduced a year after this was discovered.

26 The Ada Lovelace Institute and DataKind UK (2020) identify four categories of algorithmic impact assessments: (1) those focused 
on specific areas of bias; (2) those addressing wider compliance with regulation or norms (broader than bias audits); (3) risk 
assessments conducted prior to an algorithm’s operation; and (4) impact evaluations after the algorithm is operationalised.

27 This is an online questionnaire, which results in an impact level and link to requirements under the Treasury Board’s Directive on 
Automated Decision-Making. This came into force in April 2020.
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Elsewhere, draft regulation by the EU would require developers of high-risk algorithmic systems to conform 

to performance standards (European Commission, 2021). In the US, draft legislation introduced to Congress 

in April 2019 would require commercial firms to conduct assessments for high-risk systems, including those 

using automated decision-making (United States Congress, 2019). It would also enable federal regulatory 

agencies to require impact assessments in areas where there is risk of discrimination, for instance in 

financial lending or real estate.

When considering the impact these approaches to social media regulation might have on gender norms, 

some important questions must be asked. Whose views are being heard and taken into account in these 

debates? What is the scope of harms being considered? Who is, and who is not, being empowered? For 

example, US and Canadian laws lack accountability forums that could improve their legitimacy, while the EU’s 

approach relies largely on self-governance by developers, with few opportunities for public consultation over 

the values and aims of algorithmic systems (Moss et al., 2021b). The Data & Society report (ibid.) suggests 

that power dynamics in designing and implementing algorithmic impact assessments will vary across 

algorithmic systems and contexts.

Even further, while algorithmic impact assessments show some promise in considering the context and 

design of algorithmic systems, questions remain as to whether algorithms should be used to infer gender 

at all. Algorithmic impact assessments do not necessarily question whether gender can and should be 

translated into data or algorithms. Chapter 3 raised questions about biases inherent in the very labelling 

of gender as data. It could be argued that this process will always flatten and fundamentally misrepresent 

gender, which is a fluid, multifaceted and dynamic category. Systems that, at their core, are designed to 

simplify people’s identities into binary classifications will fail to account for more marginalised and diverse 

human expressions (Vincent, 2021).

There is little clarity about when and to what extent algorithmic impact assessments could identify gender-

related impacts in practice and how their findings might be meaningfully enforced to reduce harms. There 

are isolated cases of algorithmic audits revealing biases and contributing to changes in algorithmic design. 

Algorithmic audits can reveal biases in algorithmic processing, and there are instances where some 

algorithmic features have been removed as a result. One area that has come under criticism is the use of 

algorithms to recognise human emotions. Despite evidence that emotions are expressed in diverse ways and 

are difficult to read from facial expressions, such algorithms are increasingly and widely used (Murgia, 2021). 

After research and third-party algorithmic audits, one smaller firm, Hirevue, which uses software to assist in 

recruitment, removed visual analyses of job candidates (Zuloaga, 2021). 

Yet, the extent to which algorithmic impact assessments could form the basis of more fundamental and 

widely implemented changes to the operation of algorithmic systems remains uncertain. More research 

is needed into how algorithmic impact assessments might influence the dynamic relationships (between 

algorithms, companies and platform users) that reproduce gender norms, and how these relationships might 

change over time, in different organisational contexts and in different jurisdictions.
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A human rights framework for regulation? 

Advocates for gender equality have also used a human rights perspective to challenge uneven power 

dynamics and processes on social media platforms (Khan, 2021). The Human Rights Council stresses the 

importance of a human rights-based approach to internet provision and expansion (Khan, 2021: 56). In 

practice, this has been interpreted in different ways – for instance, through a focus on platforms as public 

spaces with public obligations, through putting human rights at the centre of platform decision-making and 

transparency, and through expanding user agency.

Colliver et al. (2021) challenge the notion of social media platforms as proprietary spaces, arguing instead 

that they are public spaces that should be easily navigable by a wide public. They argue that platforms’ 

lack of transparency (about regulation, opportunities for complaint and redress, and the interrogation of 

algorithmically generated biases) in itself causes harm to users. Gillespie (2018) similarly suggests moving 

away from a focus on specific harms to a focus on platforms’ obligations to the public. These approaches 

suggest that gendered harms on social media platforms should be addressed as part of a wider effort 

towards greater transparency in general, redistributing power in platform moderation.

David Kaye (former UN Special Rapporteur on the promotion and protection of the right to freedom of 

opinion and expression) argues that company content moderation and its regulation needs to be founded in 

a commitment to apply international human rights law. This includes a form of public accountability where 

all rules, decisions and appeals about content are more transparent and governed by human rights. For 

instance, when a restriction is placed on the right to freedom of expression, Kaye argues, the reasons why 

this is necessary and proportionate must be clearly articulated (Kaye, 2019).

Spišák et al. (2021) also call for a human rights framework for regulation, including giving users the option 

to consent to accessing content, as opposed to operating within structures that erase content. These 

approaches, again, shift the focus away from instances of harm towards the process of developing 

regulation and its underlying framework and values. This suggests a promising approach to instituting 

processes that are oriented towards the needs of diverse users and what they envision for social media 

platforms. It also creates space to interrogate and address gender biases tied to the wider context in which 

algorithms are designed and operate (see also Sub-section 3.4 for a discussion of the protection of negative 

versus positive freedoms in platform moderation).

Another set of approaches focuses on expanding user agency on platforms, rather than removing content or 

restricting activity. Some advocates have recommended changes to technical processes that purportedly 

give users more time to recognise biases in content (such as gendered bias) and to make decisions about 

how to engage with that content. For example, this could include platforms building in more time for 

reflection, slowing down rather than speeding up information-sharing among users by adding more steps 

in user activity. This is termed ‘friction’ and its purpose is to encourage users to take more time to think 

before acting on social media (Khan, 2021). This could alter what users are likely to share, including, for 

example, content that is hurtful or biased along gender lines. Instagram and Twitter, for example, have 

introduced features aimed to encourage users to think before posting abusive content. Still, the effects of 

these processes on gender norms are yet to be studied. Additionally, without transparency, unidentified or 

subconscious bias – by companies, users or algorithms – might go untouched.
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Others aim to improve user agency through the training and education of users. Here, there has been a 

specific focus on empowering women to navigate online communications safely and effectively. Media Pool, 

a Finnish organisation comprised of media officials, editors and other stakeholders, aims to provide support 

and redress to victims of state-sponsored harassment, including journalists and activists (Mediapooli, 

n.d.). It provides publications and courses to help media professionals technically prepare for crises and 

learn how to counter disinformation and online threats. Other initiatives focus on sensitising journalists to 

unintentional sexist and racist bias (Di Meco and Wilfore, 2021).

These suggestions do not necessarily point to alternatives to regulation, but they do suggest that external 

efforts to reshape relations on social media must take into account multiple factors, including power 

dynamics within the processes and the aims of regulation itself. Importantly, they indicate that human rights 

can be a fruitful reference point for new ways of approaching the regulation of social media platforms. A 

human rights-based approach expands the entry points for intervention; it can shift who is involved in the 

process of developing regulation and envisioning online environments that promote gender rights. A more 

systematic and critical review is needed to explore the potential of different human rights approaches and 

how to integrate them into platform operations and regulations.

Regulating encrypted platforms and concerns over transparency 

The previous sub-section identified the importance of platform transparency as part of incorporating human 

rights into platform regulation. However, transparency can be disempowering for users from marginalised 

groups or in authoritarian contexts, who rely on end-to-end encrypted communication channels to evade 

content monitoring and surveillance. These platforms, where only the sender and recipient can read the 

content, have become increasingly popular. WhatsApp (owned by Meta) has two billion monthly users 

(Statista, 2021c). In the late 2010s and early 2020s, Signal and Telegram attracted a surge of users seeking 

an alternative secure and encrypted platform. WeChat, based in China, is also popular, with 1.26 billion users 

in 2020 (Statista, 2021d). However, it is encrypted only from client to server, which means that its parent 

company, Tencent, can access all data (Associated Press, 2021).

Encryption and privacy protocols can benefit both the perpetrators of online harm and the victims. On the 

one side, encryption makes it more difficult to identify perpetrators, and on the other, it can provide a safe 

space for victims and survivors of violence (Aziz, 2017).

In the US, external concerns over content on encrypted platforms materialised around the 6 January 2021 

attack on the US Capitol. After the attack, Telegram gained 25 million users (Gursky and Woolley, 2021).28 

In the US, content on encrypted platforms has fallen under the purview of external regulation in relation 

to sexually explicit content – for example, the US bipartisan EARN IT Act, which targets child sexual 

exploitation online.

In some instances, platforms and governments have collided over whether encrypted channels should 

be subject to external surveillance. In May 2021, WhatsApp sued the Indian government over internet 

laws that gave it scope to monitor content on encrypted channels. The government justified these laws 

28 The number of active Telegram users rose at this time to more than 500 million.
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by claiming that encrypted channels were being used to incite mass violence (Ellis-Petersen, 2021). 

Around the same time, the Indian government also contested WhatsApp’s updated privacy policy, which 

drew public attention to limited sharing of user account data with Facebook and its group of firms 

(Phartiyal, 2021). The debates over WhatsApp in India indicate the potential for regulations to cause 

harm. For example, marginalised groups’ safety can be put at risk. However, who should decide when 

regulation is justified or when it might cause unjustified harm? This is a difficult question, especially 

as platforms operate in a variety of democratic and authoritarian contexts. Debates about regulating 

encrypted channels have tended to pitch privacy against harmful content. However, this itself might 

be unnecessarily restrictive. A 2021 report by Brookings argues that encryption can be protected while 

still dealing with problematic content by using technical interventions to limit its impact. For instance, 

platforms could focus on restricting specific actions, such as the forwarding of content (as WhatsApp has 

done) or bot-moderated activity (Gursky and Woolley, 2021).

The complex questions that arise in debates about the regulation of encrypted platforms indicate the need 

for caution when assessing the relationship between platform regulation and values such as gender equality 

(Khan, 2021). This is another area where more research is needed.

© Trismegist san/Shutterstock
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4.3 Reflections 

Given the global reach of social media platforms, across diverse audiences, contexts and jurisdictions, it 

is unlikely that one approach to regulation can resolve all harms. Users engage in diverse ways with one 

another and with the platforms, from within different sets of experiences (Gillespie, 2018). Platforms are 

constantly open to change, through technological innovation and in response to user activity.

Still, this overview of different approaches to the external regulation of social media platforms indicates 

some patterns that need to be taken into account when considering how to orient regulation towards 

gender equality. First, regulation faces a tension between the global reach of platforms and the centrality 

of the US legal system, and sometimes EU legislation, in shaping regulatory norms. This is tied to where 

most companies are headquartered. The dominance of US law, for example in safe harbour provisions, 

has framed the conceptualisation of social media platforms and what approaches might be possible 

globally. Second, while evidence is thin, there are indications that regulation can have unequal impacts 

on historically marginalised groups, including on women, LGBTQI+ and gender non-conforming people. 

The regulation of sexually explicit content is an area of concern, and LGBTQI+ people might be particularly 

affected in some jurisdictions.

External regulations that attend to the operation of technical processes (such as algorithmic impact 

assessments) or that are motivated by human rights suggest alternative approaches and possibilities. Could 

starting from concerns for human rights or technical processes, rather than content, alter the scope of user 

experiences online?

Approaches to regulation that focus on processes and human rights may be better equipped to confront 

the complex dynamics through which dominant gender norms are reproduced on social media. In order to 

reveal biases embedded in the design and use of platforms, the context in which they operate must also be 

taken into account. This is potentially a resource-intensive and locally oriented endeavour, but it is more 

likely to lead to forms of regulation that account for the dynamic and heterogeneous ways that social media 

infrastructure contributes to gender norms.

These approaches are complex, and more evidence is needed to understand how regulation intersects with 

the gendered dynamics between users and platforms explored in this report. This points to the importance 

of a gender lens, not only for understanding what happens on social media platforms, as explored in Chapter 

3, but also for understanding the intended and unintended – and varied – consequences that regulations can 

have on the reproduction of gender norms.

"
Could starting from concerns 
for human rights or technical 

processes, rather than 
content, alter the scope of 

user experiences online?
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5 Conclusions and 
recommendations

The reach and use of social media platforms continues to expand, making it increasingly important to make 

sense of the constraints and opportunities embedded in platform infrastructure. The prevalence of hateful 

content toward women and non-conforming genders online raises concerns about whether and how social 

media is designed to promote gender equality and inclusion (Di Meco and Wilfore, 2021; Khan, 2021). What 

users do on each platform cannot fully explain how gender norms are reproduced in these spaces. Rather, 

gender norms on social media are shaped through dynamic and interdependent relationships between the 

platforms’ business activities, their technological design, user activities, and even (although less examined) 

external regulation. This report contributes to a fuller understanding of the economic, technical and 

organisational infrastructure of different social media platforms and how these affect gender norms online. 

It also highlights opportunities and constraints for challenging existing inequalities and injustices.

Chapter 2 showed how specific features of social media platforms’ business models, technology and 

organisational aspects shape what is likely to appear and be promoted to social media users. Chapter 3 

explored how these features reproduce gender norms as they interact with user activity and experiences. 

In some instances, this results in the dominance of specific gender norms and the silencing of others. At 

the same time, marginalised groups have also been able to use platform features to strengthen their own 

agency online and express themselves in ways that might be constrained in other, offline forums. Chapter 4 

considered how external regulation has a potentially complicated relationship with gender norms. It can 

both contribute to and disrupt gender-related harms and biases that emerge as a result of user–platform 

interactions. The subject of external regulation introduces additional questions about the legitimacy and 

inclusion of marginalised groups, both in how regulation is designed and in how it intersects with platform 

operations and use. These insights point to the need for greater attention to gender perspectives in 

research on the regulation of social media platforms.

In exploring the existing evidence on how social media platform infrastructure shapes gender norms, this 

report reveals some important areas for further research. The speed with which social media is expanding 

makes answering these questions urgent. Social media platforms are not merely sites where gender is 

performed or presented: they are themselves shifting gender norms online through the classification, 

analysis and promotion of content. This makes it important to develop a more complete understanding of 

how social media both constrains and creates possibilities for supporting gender equality online. There 

are any number of specific topics that could be explored in developing this understanding (many of which 

have been suggested in the report), from focusing on user experiences in specific geographical or linguistic 

contexts, to digging deeper into the organisational cultures of social media companies and exploring how 

internal company decisions are made.
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To conclude, a successful research agenda will rest on three pillars: a transdisciplinary approach, a forward-

looking analysis of regulation, and an intersectional global research and evidence base, explored more fully 

in the following list.

1 Transdisciplinary approach: At its foundation, any research programme on gender norms on social 

media will require a transdisciplinary approach that recognises the complex, reflexive and dynamic 

relationships between business processes, technological development, user behaviour and different 

forms of regulation. Social media platform infrastructure contains both stable and dynamic features – for 

example, algorithmic learning versus organisational structures. Studying gender norms online through 

a siloed disciplinary lens risks narrow and inaccurate conclusions that overemphasise certain features 

of platforms and how they operate. Understanding how shadowbanning takes place and its subsequent 

effects, for example, or the impacts of human and automated forms of content moderation, or the 

different ways that gender is performed on Tumblr compared to other platforms, requires teams of 

researchers who can bring together a range of specialised bodies of knowledge to create novel analytical 

frameworks for this new and highly dynamic space. 

2 Forward-looking analysis of regulation: There is a need to understand the possibilities and implications 

of different approaches to regulating social media (again, using a transdisciplinary approach). Two linked 

research topics are suggested in the report. First, it would be valuable to develop techniques to assess 

the impact of platform models and behaviour. This could include: examining when and how algorithmic 

impact assessments could help to identify online harms and what they might miss; who should be 

responsible for harmful content and how they could be held accountable for remediation activities; and 

what alternative assessment methods exist. The second, broader, topic is to examine – in detail and 

over a long term – different approaches to regulating social media and their effectiveness in supporting 

gender equality online. National and regional (e.g. EU) jurisdictions regulate platform activity, content and 

liability differently. The ongoing evolution of social media platforms, from the creation of alt-right social 

media platforms to Facebook’s aspirations of a metaverse that builds social connections into a virtual 

reality world, makes the regulatory space highly dynamic. This dynamism indicates both the challenges 

and the urgency of developing regulation. Research is required into distinctly inclusive and forward-

looking regulatory approaches. Understanding how a human rights-centred framework for regulation 

could operate would be an appropriate place to start. 

3 An intersectional global research and evidence base: Crucially, research must build a global evidence 

base and use an intersectional lens. The report highlights the enormous diversity of ways in which users 

experience and interact with platform infrastructure. However, studies of social media tend to look 

from a limited number of specific contexts – mainly in the Global North and in the English language – and 

presuppose universal ‘features of communication with little cultural variation’ (Pohjonen and Udupa, 2017: 

1174; see also Gagliardone et al., 2021). At one level, this results in an incomplete picture of platforms and 

how their operations vary depending on combinations of algorithmic learning, user activity, regulation 

and socio-political contexts. At another level, and importantly in the context of this report, this fails to 

recognise the diversity of ways in which gender is expressed on platforms in different cultural contexts, 

and where and how women and people with non-conforming gender identities can utilise platform 

infrastructure to openly and safely engage online.
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Finally, unpacking the relationship between social media platforms and gender norms, this report has sought 

to bridge technical and social perspectives of social media platforms, to enable an interdisciplinary dialogue 

about how social media platforms operate and why this matters. Hopefully, this will support greater dialogue 

among diverse researchers, software designers, policy-makers, activists and civil society that continues to 

unpack the decisions, relations and processes that feed into platform operations. Making social media into 

a place that is supportive of gender equality norms requires looking beyond what takes place online, to how 

and why different possibilities for use emerge.
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